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ON REGULAR SQUARE INTEGRABLE

REPRESENTATIONS OF p-ADIC GROUPS

Marko Tadić

Introduction

Let G be a connected reductive group over a local non-archimedean field F (we assume
in this paper that char F �= 2). Denote by P = MN a proper parabolic subgroup in G and
denote by ρ an irreducible cuspidal representation of M . We shall consider the problem
of classifying irreducible (essentially) square integrable subquotients of the parabolically
induced representation IndG

P (ρ). These problems are equivalent to the problem of classi-
fication of non-cuspidal irreducible square integrable representations of G. Therefore, its
solution is quite important to other classification problems.

We have a relatively simple reduction of the problem in the case when P is a maximal
parabolic subgroup (then we shall say that we are in the generalized rank one case). In that
case we have an irreducible essentially square integrable subquotient if and only if IndG

P (ρ)
reduces and if ρ satisfies certain non-unitarity condition (this condition turns out to be
just the non-unitarity of ρ for semi simple G, see [C]). In the case of maximal parabolic
subgroups, reducibility is understood in the case when P is a minimal parabolic subgroup
(then G has split rank one), or G is GL(n) ([BeZ]). The examination of the reducibility
of IndG

P (ρ) in the generalized rank one case was undertaken in F. Shahidi’s papers. He
made an enormous progress in his work on that hard problem (his work is in the case
of charF = 0). Shahidi described reducibility in terms of L-functions in [Sd1]. Before
Shahidi, J.-L. Waldspurger settled one case in [W]. Although [Sd2] gives a criterion for
rank one reducibility in several cases in terms of twisted endoscopy, one likes to get more
explicit information about the inducing data. New results in that direction are obtained
by C. Mœglin, by G. Muić ([Mi1]), by F. Murnaghan and J. Repka ([MrRp]), by M.
Reeder. C. Mœglin made an interesting conjecture which describes the reducibility in the
generalized rank one case (in terms of Langlands correspondences).

The problem of classification of non-cuspidal irreducible square integrable represen-
tations is solved for GL(n, F ) (see [Z]; for GL(n) over division algebra see [DKaV]). A
partial information exists about classification of irreducible square integrable subquotients
of IndG

P (ρ) when P is a minimal parabolic subgroup and G is a connected split reductive
group over F : regular irreducible square integrable subquotients are classified in [Ro2]
(for the definition of regular representation see below), while the classification is done in
[KaLu] when ρ is an unramified character and G has connected center. A number of gen-
eral facts about non-cuspidal irreducible square integrable representations is obtained in
[Sb]. Besides this and a few particular groups, not much is known about classification of
non-cuspidal irreducible square integrable representations.
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In this paper we study square integrable representations of groups GSp(n, F ), Sp(n, F )
and SO(2n+1, F ). This paper has two main aims. The first one is to understand which ba-
sic properties must be satisfied by ρ when IndG

P (ρ) contains a square integrable subquotient.
The second aim is a classification of regular irreducible square integrable representations
of these classical groups (one can also interpret our work as a reduction of the problem
of the classification of regular irreducible square integrable representations to the problem
of the reducibility in the generalized rank one case). We also discuss some consequence of
our results in the study of induced representations from generic representations, i.e. those
which have Whittaker models (they are also called non-degenerate representations). We
shall now describe the results that we have obtained in these directions.

J.N. Bernstein and A.V. Zelevinsky have defined operation × between admissible rep-
resentations of general linear groups (see [BeZ] or [Z], or the first section of this paper).
We shall consider two series of groups, Sp(n, F ) and SO(2n + 1, F ). We shall fix one of
these two series, and denote Sp(n, F ) or SO(2n + 1, F ) by Sn (depending which series
we have fixed). The maximal parabolic subgroups of Sn have Levi factors isomorphic to
GL(k, F )×Sn−k. Therefore, for admissible representations π and σ of GL(k, F ) and Sn−k

respectively, we can define
π � σ

as a representation of Sn which we get by parabolic induction of π ⊗ σ (see the section
6 for precise definition). When we parabolically induce an irreducible admissible repre-
sentation, then the induced representation can be written as π1 × π2 × . . . πk � σ. If ρ is
an irreducible cuspidal representation of GL(n, F ), then there is a unique e(ρ) ∈ R such
that ρ = |det|e(ρ)F ρu, where ρu is a unitarizable representation. Let ρ and σ be irreducible
cuspidal representations of GL(n, F ) and Sm respectively. In the study of square integrable
representations, it will be important to know if the following assumptions on (ρ, σ) hold:

if ρ � σ reduces, then there exists α0 ∈ {0, 1/2, 1} such that(RG)

|det|±α0
F ρu � σ reduce and |det|βF ρu � σ is irreducible for β ∈ R, |β| �= α0;

if ρ � σ reduces, then there exists α0 ≥ 0 in (1/2)Z such that(R(1/2)Z)

|det|±α0
F ρu � σ reduce and |det|βF ρu � σ is irreducible for β ∈ R, |β| �= α0.

The analogous assumptions for GSp-groups we denote by (RG) and (R(1/2)Z) (see section
4). Shahidi has shown that (RG) holds if σ is generic ([Sd2]). If a pair (ρ, σ) satisfies
(RG) (resp. (R(1/2)Z)), then we shall say that ρ and σ have generic reducibility (resp.
reducibility in (1/2)Z, or (1/2)Z-reducibility). C. Mœglin and M. Reeder have obtained
recently examples of reducibilities in (1/2) Z which are not generic reducibilities. There
are no known examples of reducibility which are not in (1/2) Z. F. Shahidi has informed us
that his Conjecture 9.4 in [Sd1] would imply that R(1/2)Z holds in general (Corollary 8.9 in
our paper is related to this implication). Mœglin’s conjecture also would imply (R(1/2)Z).

The following theorem shows that among irreducible cuspidal representations of general
linear groups only the selfdual play a role in the construction of irreducible non-cuspidal
square integrable representations of symplectic and orthogonal groups.
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Theorem A. Let ρ1, ρ2, . . . , ρk be irreducible cuspidal representations of general linear
groups over F , and let σ be a similar representation of Sm. Suppose that ρ1×ρ2×· · ·×ρk�σ
contains a square integrable subquotient. Then:
(i) ρui

∼= (ρui )̃ for i = 1, 2, . . . , k ((ρui )̃ denotes the contragredient representation of ρui ).
(ii) If (R(1/2)Z) holds, then e(ρi) ∈ (1/2)Z for i = 1, 2, . . . , k.

An additional information about ρi’s in the above theorem is given in (iii) of Theorem
6.2. The proof of Theorem A is based on simple properties of the operation �. Since such
(or a very similar) properties hold also for other classical groups, Theorem A, in a same or
a slightly modified version, will hold also for other classical groups. A modification may
be necessary in the non-split case. For example, for a unitary group defined by a separable
quadratic extension F ⊂ E, the condition ρui

∼= (ρui )̃ in Theorem A need to be replaced
with the condition ρui

∼= (conj(ρui ))̃ where conj(ρui ) denotes the representation of GL(n,E)
composed with the non-trivial F -automorphism of E.

An irreducible admissible representation σ of a connected reductive group G will be
called regular if there exists a parabolic subgroup P = MN of G and an irreducible
cuspidal representation ρ of M such that σ is a subquotient of IndG

P (ρ) and such that
all Jacquet modules of IndG

P (ρ) are multiplicity one representations. Recall that each
irreducible square integrable representation of GL(n) is regular (see [Z], and also [DKaV]).

One can attach in a natural way to each non-unitary reducibility in the generalized
rank one case of symplectic and of odd-orthogonal group, a sequence of irreducible square
integrable representations, which resemble to Steinberg representations (we shall call them
square integrable representations of Steinberg type). We shall discuss first the regular
square integrable representations which are attached to generic reducibilities. Regular ir-
reducible square integrable representations of symplectic and of odd-orthogonal groups can
be considered as certain ”combinations” (in the sense of [Jn]) of above square integrable
representations of Steinberg type (see Theorem 6.3 for precise statement). In the case of
GSp(n, F ), in addition to those of Steinberg type (Proposition 3.1), there are irreducible
square integrable representations attached to an easy irreducibility criterion in GSp-setting
(Lemma 2.1, the situation ρ ∼= ρ̃ and σ �∼= ωρσ). We call these square integrable repre-
sentations of Rodier type (Proposition 3.2). In this way we get in a relatively elementary
manner a considerable number of irreducible square integrable representations which are
not supported in the minimal parabolic subgroup (see Remark 3.4). Representations of
Rodier type are additional ”building blocks” in construction of regular irreducible square
integrable representations of GSp-groups (see Theorem 3.3). Assuming (RG) (resp. (RG)),
we show that regular square integrable representations constructed in Theorem 3.3 (resp.
6.3) are all the possible such representations (Theorems 5.3 and 6.4).

To the case of a non-generic non-unitary reducibility, one can attach additional (a little
bit unusual) regular irreducible square integrable representations (see Proposition 7.2).
Assuming (R(1/2)Z), each regular irreducible square integrable representation of symplectic
or of odd-orthogonal group is a ”combination” of such square integrable representations
and square integrable representations of Steinberg type (Theorem 7.4).

In contrast to the case of general linear groups, non-regular irreducible square integrable
representations of symplectic and orthogonal groups do exist. We construct a wide family of
non-regular irreducible square integrable representations in [T7] (see [T7] for more details).
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Understanding of regular seems to be an important step in understanding non-regular.

The (essentially) square integrable representations of Theorem 3.3 can be used to see
that some basic properties of Whittaker models related to the Langlands classification
are quite different in the case of GL(n, F ) and the other classical groups. Let us recall
that Langlands classification gives parameterization of all irreducible representations of
a reductive group G over a local field as unique irreducible quotients of representations
parabolically induced by tempered ones twisted by positive valued characters which satisfy
a positivity condition with respect to the roots. These induced representations are called
standard modules (this seems to be the most often name in the literature; see the begin-
ning of the seventh and the eighth section for precise definitions in the case of GL(n, F ),
GSp(n, F ), Sp(n, F ) and SO(2n+1, F )). H. Jacquet and J.A. Shalika have proved that each
standard module of GL(n, F ) has an injective Whittaker module ([JcSk]). One may ask if
such strong and useful theorem holds for standard modules of other reductive groups, in-
duced by non-degenerate essentially tempered representations (standard modules induced
by non-degenerate essentially tempered representations will be called non-degenerate stan-
dard modules; they have Whittaker models and the models are injective for GL(n, F )).
Theorem 3.3 provides in a simple way plenty of counter examples for a such statement in
the case of Sp(n, F ) (Proposition 8.1).

If a standard module has an injective Whittaker model with respect to a non-degenerate
character θ, then each irreducible subrepresentation has a Whittaker model with respect to
θ. This implies that the standard module has a unique irreducible subrepresentation. Theo-
rem 3.3 provides us with examples of non-degenerate standard modules with more than one
irreducible subrepresentation (and therefore, these standard modules do not have injective
Whittaker models; see Proposition 8.1). Still, each of these irreducible subrepresentations
is non-degenerate for some non-degenerate character, when char F = 0 (this follows from
[Mi3]). Thus, a natural question is: are there non-degenerate standard modules with de-
generate irreducible subrepresentations (by degenerate irreducible subrepresentation, we
shall mean degenerate with respect to any non-degenerate character). This question is in-
teresting in automorphic forms (for example, for L-packets). In the eighth section we shall
give positive answer to this question (Corollaries 8.3 and 8.6). In fact, this phenomenon
(non-degenerate standard modules with degenerate irreducible subrepresentations) seems
to be quite often, when the standard module is reducible.

It is interesting to understand why this difference between general linear groups and
other classical groups regarding Whittaker models shows up (i.e. which properties of
representation theory of general linear groups and other classical groups enables this dif-
ference). It seems that this phenomenon is related to the simple fact that for other classical
groups, representations parabolically induced from non-degenerate tempered representa-
tions can have degenerate irreducible subrepresentations (this is not the case for general
linear groups, and special linear groups, which is related to the irreducibility of tempered
induction in the case of general linear groups). Let us explain connection of this fact
with construction of non-degenerate standard modules with degenerate irreducible sub-
representations. The rough idea behind the construction is the following. One considers a
non-degenerate tempered representation τ of a Levi subgroup P = MN of a classical group
G1, such that IndG1

P (τ) contains a degenerate irreducible subrepresentations τ0. If we take
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any irreducible essentially square integrable representation δ (of a product of general linear
groups) such that δ�τ0 is a standard module (of a classical group G), then each irreducible
subrepresentation of δ � τ0 is degenerate. If one can now find a non-degenerate standard
module π of G, and a representation Π of G such that δ�τ0 and π embed into Π, and that
their images in Π intersects non-trivially, then obviously the non-degenerate standard mod-
ule π has a degenerate irreducible subrepresentation (this is an example that we wanted).
To see that intersection is non-trivial (after one has selected τ, τ0, δ, π and Π), it is enough
to find a parabolic subgroup P ′ = M ′N ′ of G such that rGM ′(δ� τ0)+ rGM ′(π) �≤ rGM ′(Π) (in
the Grothendieck group), where rGM ′ denotes the Jacquet functor with respect to the para-
bolic subgroup P ′ = M ′N ′. There are very natural candidates for π, τ, δ,Π and τ0. Let us
give one simple example (which have Iwahori fixed vectors) of such candidates in the case
of odd-orthogonal groups (this is the simplest case considered in Corollary 8.6; for more ex-
amples see the eighth section). The Steinberg (resp. trivial) representation of a connected
reductive group G over F will be denoted by StG (resp 1G). Take τ = StGL(2,F ) ⊗ 1 (for
more explanation regarding notation, see the first section). Considering the representation
| |1/2F �StSO(3,F ) of SO(5, F ), and comparing Jacquet modules of it and of StGL(2,F ) �1, it
is easy to see that IndSO(5,F )

P (τ) = StGL(2,F )�1 reduces. Frobenius reciprocity implies that
it reduces into a sum o two (inequivalent) irreducible representations. Since in the case
of SO(5, F ) there is only one orbit of non-degenerate characters, one of these irreducible
representations is degenerate (with respect to any non-degenerate character). Denote it
by τ0. Take now δ = | |3/2F , π = | |1/2F StGL(3,F ) � 1 and Π = | |3/2F � StGL(2,F ) � 1 (for P ′

we take the Siegel parabolic subgroup). In this way one gets that the representation

| |1/2F StGL(3,F ) � 1

of SO(7, F ) contains an irreducible subrepresentation which is degenerate with respect to
any non-degenerate character.

This paper follows the approach to the representation theory of classical groups initiated
in [T3]. The construction of regular irreducible square integrable representations is based
on the structure obtained in [T4]. A part of the results of this paper was announced in
[T2].

At the end, we describe the content of each section. The first section introduces notation
for GSp(n, F ) and GL(n, F ). In the second section we collect some well-known facts about
square integrable representations which we need in the rest. The regular irreducible square
integrable representations of GSp(n, F ) related to generic reducibilities are constructed in
the third section. The main aim of the fourth section is a proof of Theorem A. We show in
the fifth section that we have constructed in the third section all regular irreducible square
integrable representations of GSp(n, F ) related to the generic reducibilities. The sixth
section deals with regular irreducible square integrable representations of Sp(n, F ) and
SO(2n+1, F ) in the case of generic reducibilities, while the seven section deals with regular
irreducible square integrable representations of these groups in the case of reducibilities
in (1/2)Z. Here we omit proofs, since they are very similar to the proofs in the case of
GSp(n, F ) (moreover, they are often more simple than in the case of GSp(n, F )). In the
last section we present some families of non-degenerate standard modules with degenerate
irreducible subrepresentations.
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1. Preliminaries

We fix a local non-archimedean field F of characteristic different from two. To fix
terminology, we first recall some well-known general notions. Let G be the group of F -
rational points of a reductive group defined over F . Representations of groups G that we
consider in this paper will always be admissible (i.e. each vector in the representation space
is fixed by some open subgroup of G, and invariants of open subgroups in the representation
space are finite dimensional; see [C]). A representation of G is called cuspidal (resp. square
integrable) if it has matrix coefficients compactly supported modulo center (resp. if it
has central character which is unitary and if the matrix coefficients are square integrable
functions on the quotient of G by the center). A representation π of G is called essentially
square integrable if there exists a (not necessarily unitary) character χ : G → C× such
that χπ is square integrable.

Now we recall some notation for general linear groups that we shall use in the paper.
More details about this notation can be found in [BeZ] and [Z]. Let α = (n1, . . . , nk) be
a partition of a positive integer n. Consider n × n matrices with entries in F , as block
matrices where blocks are of ni × nj sizes, 1 � i, j � k. Denote by M

GL

α block-diagonal
matrices and denote by P

GL

α block-upper triangular matrices. The unipotent radical of
P

GL

α is denoted by N
GL

α .

Let π1 be an admissible representation of GL(n1, F ) and let π2 be an admissible rep-
resentation of GL(n2, F ). Then π1 × π2 denotes the parabolically induced representation
of GL(n1 + n2, F ) from P

GL

(n1,n2)
by π1 ⊗ π2. Note that the Levi factor M

GL

(n1,n2)
of P

GL

(n1,n2)

is naturally isomorphic to GL(n1, F )×GL(n2, F ). In this paper we only consider the nor-
malized parabolic induction. Let Rn be the Grothendieck group of the category of all
admissible representations of GL(n, F ) of finite length. For an admissible representation π
of GL(n, F ), its image in Rn will be denoted by s.s.(π). Set R = ⊕

n�0
Rn. Then × lifts to a

binary operation on R. This operation will be denoted by × again. In this way R becomes
a graded ring.

Let π be an admissible representation of finite length of GL(n, F ). Suppose that α =
(n1, . . . , nk) is a partition of n. We denote by rα,(n)(π), or simply by rα(π), the normalized
Jacquet module of π with respect to N

GL

α . We consider it as a representation of M
GL

α . We
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can consider s.s.
(
rα,(n)(π)

)
∈ Rn1 ⊗Rn2 ⊗ · · · ⊗Rnk

. Set

m∗(π) =
n∑

k=0

s.s.
(
r(k,n−k),(n)(π)

)
∈ R⊗R.

Lift m∗ to an additive mapping m∗ : R → R⊗R. Now R is a graded Hopf algebra.
We now introduce a similar notation for GSp(n). More details concerning this notation

can be found in [T3] and [T4]. The n×n matrix which has 1’s on the second diagonal and
which has all other entries equal to 0 will be denoted by Jn. The group of all (2n) × (2n)
matrices with entries in F which satisfy

tS

[
0 Jn

−Jn 0

]
S = ψ(S)

[
0 Jn

−Jn 0

]

for some ψ(S) ∈ F× will be denoted by GSp(n, F ). In the above relation tS denotes the
transposed matrix of S.

Let α = (n1, . . . , nk) be a partition of 0 � m � n. Denote by α′ the partition α′ =
(n1, . . . , nk, 2(n−m), nk, . . . , n1) of 2n. Set

Pα = P
GL

α′ ∩ GSp(n, F ), Mα = M
GL

α′ ∩ GSp(n, F ), Nα = N
GL

α′ ∩ GSp(n, F ).

Denote by τg the transposed matrix of g with respect to the second diagonal. Using the
isomorphism

(g1, . . . , gk, h) �−→ q-diag (g1, · · · , gk, h, ψ(h) τg−1
k , · · · , ψ(h) τg−1

1 ),

we shall identify GL(n1, F )×· · ·×GL(nk, F )×GSp(n−m,F ) with Mα. In the above formula
q-diag (g1, · · · , gk, h, ψ(h) τg−1

k , · · · , ψ(h) τg−1
1 ) denotes the quasi-diagonal matrix which

has on the quasi-diagonal matrices g1, · · · , gk, h, ψ(h) τg−1
k , · · · , ψ(h) τg−1

1 . Note that
Pα = MαNα is a Levi decomposition of Pα. We shall denote by G̃ the set of all equivalence
classes of irreducible admissible representations of a reductive group G over F . The above
identification implies a natural bijection

Mα˜ ↔ GL(n1, F )̃ × · · · × GL(nk, F )̃ × GSp(n−m,F )̃ .

Let π be an admissible representation of GL(n, F ) and let σ be an admissible repre-
sentation of GSp(m,F ). We denote by π � σ a parabolically induced representation of
GSp(n + m,F ) from P(n) by π ⊗ σ. If additionally π′ is an admissible representation of
GL(n′, F ), then

(1-1) (π′ × π) � σ ∼= π′ � (π � σ)

([T3], Proposition 4.3, (i), or [T4], Proposition 3.1, (i)).
Denote by Rn(G) the Grothendieck group of the category of all admissible representa-

tions of GSp(n, F ) of finite length. Set R(G) = ⊕
n�0

Rn(G). One can lift � to an additive

mapping � : R×R(G) → R(G). In this way R(G) becomes a graded module over R.
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Let σ be an admissible representation of GSp(n, F ) and let α = (n1, . . . , nk) be a
partition of m � n. The normalized Jacquet module of σ with respect to Pα will be
denoted by sα(π). We may consider s.s.(sα(π)) ∈ Rn1 ⊗ · · · ⊗Rnk

⊗Rn−m(G). Set

µ∗(π) =
n∑

k=0

s.s.(s(k)(π)) ∈ R⊗R(G).

We lift µ∗ to an additive mapping R(G) → R⊗R(G). There are natural cones of positive
elements in R and R(G). Then tensor products among them also carry natural cones of
positive elements. The resulting partial orders will be denoted by � . Operations ×,�,m∗

and µ∗ transform positive elements to the positive ones.
In the standard way one identifies F× with the center of GL(n, F ). In a similar way

F× will be identified with the center of GSp(n, F ). If τ is an admissible representation of
GL(n, F ), or GSp(n, F ), then the central character, if exists, will be denoted by ωτ . Using
the homomorphism det : GL(n, F ) → F×, one identifies characters of GL(n, F ) with the
characters of F×. Let | |F be the modulus of F. Then the character g �→ |detg|F will be
denoted by ν. Using the homomorphism ψ : GSp(n, F ) → F× we shall identify characters
of GSp(n, F ) with characters of F×.

Let π be an admissible representation of GL(n, F ) and let σ be an admissible represen-
tation of GSp(m,F ). For a character χ of F× we have

(1-2) χ(π � σ) ∼= π � (χσ)

([T3], Proposition 4.3,(ii), or [T4], Proposition 3.1, (ii)). Suppose moreover that π and σ
are irreducible (it is enough to suppose that π has a central character). Then we have

(1-3) π � σ = π̃ � ωπσ

in R(G) ([T3], Proposition 4.3, (iii), or [T4], Proposition 3.2, (ii)). Here π̃ denotes the
contragredient representation of π.

Let πi be an irreducible admissible representation of GL(ni, F ), for i = 1, 2, 3, 4. Let σ
be an irreducible admissible representation of GSp(m,F ). Denote

(π1 ⊗ π2 ⊗ π3)�̃(π4 ⊗ σ) = π̃1 × π2 × π4 ⊗ π3 � ωπ1σ.

Extend �̃ to a Z-bilinear mapping �̃ : (R⊗R⊗R)× (R⊗R(G)) → R⊗R(G). Denote by
s : R⊗R → R⊗R the mapping s(

∑
pi ⊗ qi) =

∑
qi ⊗ pi. Set M∗ = (IdR ⊗m∗) ◦ s ◦m∗,

where IdR denotes the identity mapping on R. Now for an admissible representation π of
GL(n, F ) of finite length and for an admissible representation σ of finite length Theorem
5.2 of [T4] gives

(1-4) µ∗(s.s.(π � σ)) = M∗(s.s.(π))�̃µ∗(s.s.(σ)).

In the remainder, the trivial representation of a group G (on C) will be denoted by 1G.
The trivial representation of the trivial group will be denoted simply by 1.
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2. Some basic facts about square integrable representations

At the beginning of this section we shall recall some facts about square integrable
representations of general linear groups over F which we shall often use. For more details
one can consult [Z].

Let ρ be an irreducible cuspidal representation of some GL(m,F ) and let n be a non-
negative integer. The set {ρ, νρ, ν2ρ, . . . , νnρ} is called a segment in cuspidal represen-
tations of general linear groups. Such segment will be denoted by [ρ, νnρ]. The number
n + 1 is called the length of the segment. The representation νnρ× νn−1ρ× · · · × νρ× ρ
has a unique irreducible subrepresentation, and a unique irreducible quotient. This ir-
reducible subrepresentation (resp. irreducible quotient) will be denoted by δ([ρ, νnρ])
(resp. s([ρ, νnρ]); note that in the Langlands classification of the seventh section we have
s([ρ, νnρ]) = L((ρ, νρ, . . . , νn−1ρ, νnρ))). Then δ([ρ, νnρ]) is an essentially square inte-
grable representation (i.e., this representation becomes square integrable modulo center
after a twist with a suitable character). It is well-known that ∆ �→ δ(∆) is a one-to-one
mapping from the set of all segments in cuspidal representations of general linear groups
onto the set of all equivalence classes of essentially square integrable representations of
general linear groups ([Z]). If n > n′, then we take [νnρ, νn

′
ρ] to be the empty set ∅. We

define δ(∅) to be identity of R (this is the unique irreducible representation of GL(0, F )).
Then we have

(2-1) m∗ (δ([ρ, νnρ])) =
n+1∑
k=0

δ([νn+1−kρ, νnρ]) ⊗ δ([ρ, νn−kρ])

([Z]). This implies

(2-2) s(m∗ (δ([ρ, νnρ]))) =
n+1∑
k=0

δ([ρ, νn−kρ]) ⊗ δ([νn+1−kρ, νnρ]).

Also

(2-3) r(m)n+1 (δ([ρ, νnρ])) = νnρ⊗ νn−1ρ⊗ · · · ⊗ ρ,

where (m)n+1 denotes (m,m, . . . ,m) ∈ Zn+1. The representation δ([ρ, νnρ]) is the only
irreducible subquotient of ρ×νρ×· · ·×νnρ such that νnρ⊗νn−1ρ⊗· · ·⊗ρ is a subquotient
of the Jacquet module with respect to P

GL

(m)n+1 .

For an irreducible essentially square integrable representation δ of GL(n, F ) there exists
a unique e(δ) ∈ R such that ν−e(δ)δ is unitarizable. Denote δu = ν−e(δ)δ. Then

δ = νe(δ)δu

where e(δ) ∈ R and δu is unitarizable.
We now consider GSp-groups. First we have a simple and well known lemma. For the

sake of completeness we shall present a proof. The lemma can be proved easily by standard
methods of Harish-Chandra, as the referee observed.
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2.1. Lemma. Let ρ be an irreducible unitarizable cuspidal representation of GL(n, F ) and
let σ be an irreducible cuspidal representation of GSp(m,F ). Take α ∈ R. Suppose that
(ναρ) � σ reduces. Then ρ ∼= ρ̃ and σ ∼= ωρσ. In particular, ω2

ρ = 1F× .

Proof. There exists a positive valued character χ of F× such that σ0 = χσ is unitarizable.
Note that ναρ � σ is irreducible if and only if ναρ � σ0 = ναρ � χσ ∼= χ(ναρ � σ)
is irreducible (the last isomorphism follows from (1-2)). Also σ ∼= ωρσ if and only if
χσ ∼= ωρχσ, i.e., if and only if σ0

∼= ωρσ0. Therefore, it is enough to prove the lemma
when σ is unitarizable. We shall assume that in the rest of the proof. First M∗(ναρ) =
1⊗ 1⊗ ναρ+ 1⊗ ναρ⊗ 1 + ναρ⊗ 1⊗ 1 and µ∗(σ) = 1⊗ σ. Now the formula (1-4) implies
µ∗(ναρ� σ) = M∗(ναρ)�̃µ∗(σ) = 1⊗ ναρ� σ + ναρ⊗ σ + ν−αρ̃⊗ (ωναρσ). Suppose that
ναρ � σ reduces. We consider two cases.

Let α = 0. Then dimC EndGSp(n+m,F ) (ναρ�σ) > 1. The Frobenius reciprocity implies
ρ⊗ σ ∼= ρ̃⊗ (ωρσ). Thus ρ ∼= ρ̃ and σ ∼= ωρσ.

Now suppose that α �= 0. First we can choose a positive valued character χ of F× such
that the central character of χ ((ναρ) � σ) ∼= (ναρ) � (χσ) is unitary (the isomorphism
follows from (1-2)). Then Proposition 8.1.3 of [C] implies that ναρ�χσ has an essentially
square integrable subquotient. Therefore, ναρ � χσ and ν−αρ � χ−1σ have non-disjoint
Jordan-Hölder series. Thus ν−αρ⊗χ−1σ ∼= ναρ⊗χσ or ν−αρ⊗χ−1σ ∼= ν−αρ̃⊗ωναρχσ.
Since ν−αρ ∼= ναρ implies α = 0, we have that ν−αρ ⊗ χ−1σ ∼= ν−αρ̃ ⊗ ωναρχσ. Thus
ρ ∼= ρ̃ and χ−1σ ∼= ωναρχσ. The first relation implies ωρ

∼= ωρ. Note that ωναρ =
| |mα

F ωρ. Therefore χ−1σ ∼= | |mα
F ωρχσ, and further χ−2| |−mα

F σ ∼= ωρσ. Since the central
characters of σ and ωρσ are unitary, and χ−2| |−mα

F is a positive valued character, we
have χ−2| |−mα

F = 1F× . Thus σ ∼= ωρσ. �
2.2. Remark. Suppose that ρ is an irreducible cuspidal representation of GL(n, F ) and
suppose that σ is a similar representation of GSp(m,F ). Suppose that ρ ∼= ρ̃. Let α ∈
R. Then ναρ � σ and ν−αρ � ωναρσ have the same Jordan-Hölder series. Note that
ν−αρ � ωναρσ ∼= ωναρ(ν−αρ � σ). Therefore ναρ � σ reduces if and only if ν−αρ � σ
reduces.

We shall now recall the Casselman square integrability criterion in the case of GSp(n, F )
(see [C] and [T3]). Consider the standard inner product on Rn : ((xi)1≤i≤n, (yi)1≤i≤n) =∑n

i=1 xiyi. For 1 ≤ i ≤ n set

βi = (1, 1, . . . , 1︸ ︷︷ ︸
i times

, 0, 0, . . . , 0) ∈ Rn.

Let π be an irreducible smooth representation of GSp(n, F ). We shall suppose that π
is not cuspidal. Take a standard proper parabolic subgroup Pα such that sα(π) �= 0,
which is minimal among all standard parabolic subgroups which satisfy this property. Let
α = (n1, . . . , n�) and let n1 + · · · + n� = m. Suppose that σ is an irreducible subquotient
of sα. Then we can decompose σ = ρ1 ⊗ ρ2 ⊗ · · · ⊗ ρ� ⊗ ρ where ρi ∈ GL(ni, F )̃ , and
ρ ∈ GSp(n−m,F )̃ . Set

e∗(σ) = (e(ρ1), . . . , e(ρ1)︸ ︷︷ ︸
n1 times

, . . . , e(ρ�), . . . , e(ρ�)︸ ︷︷ ︸
n� times

, 0, . . . , 0︸ ︷︷ ︸
n−m times

)
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If π is essentially square integrable, then

(2-4) (e∗(σ), βn1) > 0, (e∗(σ), βn1+n2) > 0, · · · , (e∗(σ), βm−n�
) > 0, (e∗(σ), βm) > 0.

Conversely, if all above inequalities hold for any α and σ as above, then π is essentially
square integrable. Further, if instead of > 0 the weaker condition ≥ 0 in all relations in
(2-4) holds, then π is essentially tempered.

We shall need several times the following well-known fact from the representation theory
of general linear groups, which is a (simple) part of the Bernstein-Zelevinsky theory (we
present the proof here since we do not know convenient reference for it).

2.3. Lemma. Let ρ1, ρ2, . . . , ρk be irreducible cuspidal representations of general linear

groups GL(n1, F ), GL(n2, F ), . . . ,GL(nk, F ) respectively (ni ≥ 1). Denote n =
∑k

i=1 ni
and let α = (m1,m2, . . . ,mk′) be a partition of n into positive integers.
(i) If k′ = k, then

(2-5) s.s.(rα,(n)(ρ1 × ρ2 × · · · × ρk)) =
∑
p∈Xk

α

ρp(1) ⊗ ρp(2) ⊗ · · · ⊗ ρp(k)

where Xk
α denotes the set of all permutations p of {1, 2, . . . , k} such that mp(i) = mi for

all i ∈ {1, 2, . . . , k}.
(i) If k′ > k, then rα,(n)(ρ1 × ρ2 × · · · × ρk) = 0.

Proof. We shall prove the lemma by induction with respect to k. For k = 1 the lemma
obviously holds. Suppose that k > 1 and that the lemma hold for all k′′ < k. Note that
m∗(ρ1 × ρ2 × · · · × ρk) =

∏k
i=1(ρi ⊗ 1 + 1 ⊗ ρi). This implies

(2-6) s.s.(r(m1,n−m1),(n)(ρ1 × ρ2 × · · · × ρk))

=
∑

1≤j1<j2<···<jl≤k
nj1+nj2+···+njl

=m1

ρj1 × ρj2 × · · · × ρjl
⊗

∏
i∈{1,2,...,k}\{j1,j2,...,jl}

ρi.

Now the above formula, the transitivity of Jacquet modules and the inductive assumption
(ii), imply that (ii) holds also for k (i.e. rα,(n)(ρ1 × ρ2 × · · · × ρk) = 0 if k′ > k).

Suppose that k′ = k. Now the formula (2-6) after application of the inductive assump-
tion becomes

s.s.(r(m1,n−m1),(n)(ρ1 × ρ2 × · · · × ρk)) =
∑

1≤j≤k
nj=m1

ρj ⊗
∏

i∈{1,2,...,k}\{j}
ρi.

The inductive assumption (i) now implies the formula (2-5). �

3. Construction of regular square integrable representations

First we shall give definition of a regular parabolically induced representation (induced
from irreducible cuspidal representation). Suppose that G is a connected reductive group
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over F . Let P = MN be a parabolic subgroup of G. Take an irreducible cuspidal represen-
tation ρ ofM . We shall say that IndG

P (ρ) is a regular (parabolically induced) representation,
if the Jacquet module of IndG

P (ρ) with respect to P is a multiplicity one representation.
One can easily see from [BeZ] or [C] that all Jacquet modules of such a regular parabolically
induced representation are multiplicity one representations. This condition on IndG

P (ρ) is
equivalent to the Casselman’s condition in 6.4 of [C] on ρ (ρ is then called regular in [C]).

Let π be an irreducible admissible representation of G. We shall say that π is regular if
there exist a parabolic subgroup P = MN in G and an irreducible cuspidal representation
ρ of M such that IndG

P (ρ) is regular and π is a subquotient of IndG
P (ρ).

Recall that any irreducible essentially square integrable representation of GL(n, F ) is
regular ([Z]).

If π is a representation, then the complex conjugate representation of π will be denoted
by π.

3.1. Proposition. Let ρ be an irreducible unitarizable cuspidal representation of GL(-, F )
and let σ be an irreducible cuspidal representation of GSp(m,F ). Let α > 0. Suppose that
ναρ � σ reduces. Let n be a non-negative integer. Then:
(i) ρ ∼= ρ̃ and σ ∼= ωρσ.
(ii) The representation να+nρ×να+n−1ρ×· · · να+1ρ×ναρ�σ contains a unique irreducible
subrepresentation. This subrepresentation will be denoted by δ([ναρ, να+nρ], σ).
(iii) We have s(�)n+1(δ([ναρ, να+nρ], σ)) = να+nρ⊗ να+n−1ρ⊗ · · · ⊗ να+1ρ⊗ ναρ⊗ σ.

(iv) If τ is an irreducible representation of GSp(-(n + 1) + m,F ) such that να+nρ ⊗
να+n−1ρ⊗· · ·⊗να+1ρ⊗ναρ⊗σ is a subquotient of s(�)n+1(τ), then τ ∼= δ([ναρ, να+nρ], σ).
(v) We have µ∗(δ([ναρ, να+nρ], σ)) =

∑n
k=−1 δ([ν

α+k+1ρ, να+nρ]) ⊗ δ([ναρ, να+kρ], σ),
where we assume δ(∅, σ) = σ in the above formula.
(vi) The representation δ([ναρ, να+nρ], σ) is essentially square integrable.
(vii) For a character χ of F× we have χδ([ναρ, να+nρ], σ) ∼= δ([ναρ, να+nρ], χσ).
(viii) δ([ναρ, να+nρ], σ)− ∼= δ([ναρ, να+nρ], σ).
(ix) δ([ναρ, να+nρ], σ)̃ ∼= δ([ναρ, να+nρ], ων−αρων−(α+1)ρ . . . ων−(α+n)ρσ̃).
(x) Suppose that also ρ′, σ′, α′ and n′ satisfy the assumptions from the beginning of the

proposition. Then δ([ναρ, να+nρ], σ) ∼= δ([να
′
ρ′, να

′+n′
ρ′], σ′) if and only if ρ ∼= ρ′, σ ∼=

σ′, α = α′ and n = n′.
(xi) The representations ναρ×να+1ρ×· · ·×να+nρ�σ and να+nρ×να+n−1ρ×· · · να+1ρ×
ναρ � σ are regular (note that they have the same Jordan-Hölder series).

Proof. Lemma 2.1 implies (i). Observe that M∗(να+n+1ρ) = (να+n+1ρ ⊗ 1 ⊗ 1 + 1 ⊗
να+n+1ρ⊗ 1) + 1 ⊗ 1 ⊗ να+n+1ρ. The formula (1-4) implies

s.s.(s(�(n+1))(να+nρ× · · · × ναρ � σ)) =
∑

(εi)∈{±1}n+1

νεn(α+n)ρ× · · · × νε0αρ⊗ χ(εi)σ

where χ(εi) is a suitable character of F× depending on (εi) ∈ {±1}n+1.

The above formula and [Z] imply that s(�)n+1(να+nρ × · · · × ναρ � σ) is of length
2n+1(n+ 1)!. Irreducible subquotients are νεn(α+p(n))ρ⊗ · · · ⊗ νε0(α+p(0))ρ⊗ χ(εi)σ where
(εi) ∈ {±1}n+1 and p runs over all permutations of the set {0, 1, 2, . . . , n}. In particular,
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we have a multiplicity one representation. Therefore να+nρ × · · · × ναρ � σ is a regular
representation. This proves (xi). Our definition of regularity, exactness of Jacquet modules
and Frobenius reciprocity, imply directly that να+nρ × · · · × ναρ � σ contains a unique
irreducible subrepresentation (it also follows from Proposition 6.4.1 of [C]; see also [Ro2]
for some of such properties of regular representations). This proves (ii). Frobenius reci-
procity implies that να+nρ⊗· · ·⊗ ναρ⊗σ is a quotient of s(�)n+1(δ([ναρ, να+nρ], σ)). The
regularity implies that να+nρ× · · · × ναρ� σ is a multiplicity one representation and that
δ([ναρ, να+nρ], σ) is the only irreducible subquotient of να+nρ× · · · × ναρ � σ which has
να+nρ⊗ · · · ⊗ ναρ⊗ σ for a subquotient of the corresponding Jacquet module.

Suppose that an irreducible representation τ of GSp(-(n+1)+m,F ) has να+nρ⊗· · ·⊗
ναρ ⊗ σ for a subquotient of s(�)n+1(τ). We know that τ must be a subrepresentation of
some IndGSp(�(n+1)+m,F )

Pα
(σ′). Since σ′ and να+nρ⊗ · · · ⊗ ναρ⊗ σ must be associate ([C]),

IndGSp(�(n+1)+m,F )
Pα

(σ′) and να+nρ × · · · × ναρ � σ have the same Jordan-Hölder series.
Now the above considerations imply that τ ∼= δ([ναρ, να+nρ], σ). This proves (iv).

We prove (iii) and (v) by induction on n. For n = 0 we know that the statements
hold. Let n ≥ 0 and assume that (iii) and (v) holds for k ≤ n. First observe that
π1 := να+n+1ρ � δ([ναρ, να+nρ], σ) and π2 := δ([να+nρ, να+n+1ρ]) � δ([ναρ, να+n−1ρ], σ)
are subrepresentations of να+n+1ρ × να+nρ × · · · × ναρ � σ. By (1-4) and the inductive
assumption we have

s.s.(s(�(n+2))(π1))=να+n+1ρ×δ([ναρ, να+nρ])⊗σ+ν−α−n−1ρ×δ([ναρ, να+nρ])⊗ωνα+n+1ρσ.

Since M∗(δ([να+nρ, να+n+1ρ])) equals to

[1⊗δ([να+nρ, να+n+1ρ]) ⊗ 1 + να+nρ⊗ να+n+1ρ⊗ 1 + δ([να+nρ, να+n+1ρ]) ⊗ 1 ⊗ 1]

+[1 ⊗ να+n+1ρ⊗ να+nρ + 1 ⊗ 1 ⊗ δ([να+nρ, να+n+1ρ]) + να+nρ⊗ 1 ⊗ να+n+1ρ],

we have

s.s.(s(�(n+2))(π2)) = δ([να+nρ, να+n+1ρ]) × δ([ναρ, να+n−1ρ]) ⊗ σ

+ ν−α−nρ× να+n+1ρ× δ([ναρ, να+n−1ρ]) ⊗ ωνα+nρσ

+ δ([ν−α−n−1ρ, ν−α−nρ]) × δ([ναρ, να+n−1ρ]) ⊗ ωδ([να+nρ,να+n+1ρ])σ.

A simple analysis of Jacquet modules for general linear groups imply that s(�)n+1(π1) and
s(�)n+1(π2) have να+n+1ρ⊗ να+nρ⊗ · · · ⊗ ναρ⊗ σ for subquotients. This is also the only
irreducible subquotient which appears in both Jacquet modules. Therefore, the intersection
of π1 and π2 is non-zero. Denote it by π. We have s(�)n+1(π) = να+n+1ρ⊗να+nρ⊗· · ·⊗ναρ⊗
σ. This implies that π is irreducible. By (iv) we have π = δ([ναρ, να+n+1ρ], σ). This proves
(iii). Furthermore (iv), together with a similar characterization of the representations δ(∆)
of general linear groups (see (2-3) and the comment after the formula), imply the formula
in (v). Note that we have also proved that δ([ναρ, να+n+1ρ], σ) is a unique common
irreducible subquotient of π1 and π2.

From the square integrability criterion (2-4) it is clear that δ([ναρ, να+nρ], σ) is essen-
tially square integrable. This proves (vi).
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The isomorphism χ(να+nρ× να+n+1ρ× · · · × να+1ρ× ναρ� σ) ∼= να+nρ× να+n−1ρ×
· · ·×να+1ρ×ναρ�χσ implies (vii). Also (να+nρ×· · ·×ναρ�σ)− ∼= να+nρ×· · ·×ναρ�σ
implies (viii).

We prove (ix) by induction on n. Note that δ(ναρ, σ) can be characterized as a unique
essentially square integrable subquotient of ναρ � σ. Furthermore, δ(ναρ, σ)̃ is a quo-
tient of ν−αρ � σ̃. The representation δ(ναρ, σ)̃ is essentially square integrable and
ν−αρ � σ̃ and ναρ � ων−αρσ̃ have the same Jordan- Hölder series (see (1-3)). Thus
δ(ναρ, σ)̃ ∼= δ(ναρ, ων−αρσ̃). This proves (ix) for n = 0. Fix n ≥ 0 and suppose that
we have proved (ix) for k ≤ n. Recall that we have proved that δ([ναρ, να+n+1ρ], σ) can be
characterized as a unique common irreducible subquotient of να+n+1ρ� δ([ναρ, να+nρ], σ)
and δ([να+nρ, να+n+1ρ]) � δ([ναρ, να+n−1ρ], σ). From this and the inductive assumption
we get that δ([ναρ, να+n+1ρ], σ)̃ is a common irreducible subquotient of

ν−(α+n+1)ρ � δ([ναρ, να+nρ], ων−αρων−α+1ρ · · ·ων−(α+n)ρσ̃) and

δ([ν−(α+n+1)ρ, ν−(α+n)ρ]) � δ([ναρ, να+n−1ρ], ων−αρων−α+1ρ · · ·ων−(α+n−1)ρσ̃).

Using (1-3) we get the following equalities in R(G)

ν−(α+n+1)ρ � δ([ναρ, να+nρ], ων−αρων−α+1ρ . . . ων−(α+n)ρσ̃)

= να+n+1ρ � δ([ναρ, να+nρ], ων−αρων−α+1ρ . . . ων−α+nρων−(α+n+1)ρσ̃);

δ([ν−(α+n+1)ρ, ν−(α+n)ρ]) � δ([ναρ, να+n−1ρ], ων−αρων−α+1ρ . . . ων−(α+n−1)ρσ̃)

= δ([να+nρ, να+n+1ρ]) � δ([ναρ, να+n−1ρ], ων−αρων−(α+1)ρ · · ·ων−(α+n)ρων−(α+n+1)ρσ̃)

(since ωδ([ν−(α+n+1)ρ,ν−(α+n)ρ]) = ων−(α+n+1)ρ×ν−(α+n)ρ = ων−(α+n+1)ρ ων−(α+n)ρ). Therefore
δ([ναρ, να+n+1ρ], σ)̃ ∼= δ([ναρ, να+n+1ρ], ων−αρ . . . ων−(α+n+1)ρσ̃). This completes the in-
ductive proof of (ix). The statement (x) follows from (iii). �

The representations δ([ναρ, να+nρ], σ) will be called essentially square integrable rep-
resentations of the Steinberg type. The following proposition is similar to the previous
one. It introduces essentially square integrable representations of a new type. These new
representations will be called essentially square integrable representations of the Rodier
type.

3.2. Proposition. Let ρ be an irreducible unitarizable cuspidal representation of GL(-, F )
and let σ be an irreducible cuspidal representation of GSp(m,F ). Let n be a non-negative
integer. Suppose that ρ ∼= ρ̃ and ωρσ � σ. Then:
(i) ωρ is a character of order two
(ii) The representation νnρ× νn−1 × · · · × νρ× ρ � σ has a unique irreducible subrepre-
sentation. We denote this subrepresentation by δ([ρ, νnρ], σ).
(iii) s.s.(s(�)n+1(δ([ρ, νnρ], σ))) = νnρ⊗ νn−1ρ⊗ · · · ⊗ νρ⊗ ρ⊗ (σ + ωρσ).
(iv) Suppose that τ is an irreducible representation of GSp(-(n + 1) + m,F ) such that
νnρ ⊗ · · · ⊗ νρ ⊗ ρ ⊗ (ωρ)pσ is a subquotient of s(�)n+1(τ) for p = 1 or p = 2. Then
τ ∼= δ([ρ, νnρ], σ).
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(v) µ∗(δ([ρ, νnρ], σ)) = δ([ρ, νnρ]) ⊗ (σ + ωρσ) +
∑n

k=0 δ([ν
k+1ρ, νnρ]) ⊗ δ([ρ, νkρ], σ).

(vi) The representation δ([ρ, νnρ], σ) is essentially square integrable for n ≥ 1. The repre-
sentation δ(ρ, σ) is by Lemma 2.1 equal to ρ�σ, and it is not essentially square integrable.
(vii) χδ([ρ, νnρ], σ) ∼= δ([ρ, νnρ], χσ), χ ∈ (F×)̃ .
(viii) δ([ρ, νnρ], σ)− ∼= δ([ρ, νnρ], σ).
(ix) δ([ρ, νnρ], σ)̃ ∼= δ([ρ, νnρ], ωρων−1ρων−2ρ . . . ων−nρσ̃).
(x) Suppose that ρ′, σ′ and n′ satisfy the assumption at the beginning of the proposition.

Then δ([ρ, νnρ], σ) ∼= δ([ρ′, νn
′
ρ′], σ′) if and only if ρ ∼= ρ′, n = n′, σ ∼= σ′ or ρ ∼= ρ′, n =

n′, σ ∼= ωρσ
′.

(xi) The representation νnρ× νn−1 × · · · × νρ× ρ � σ is regular.

Proof. Excluding one crucial difference, the proof is very similar to the proof of Proposition
3.1. First, ωρ̃ = ω−1

ρ and ρ ∼= ρ̃ imply (i). Note that ρ � σ is irreducible by Lemma 2.1.
Further s.s.(s(�)(ρ� σ)) = ρ⊗ σ + ρ⊗ ωρσ. Using the formula (1-4) one gets by induction

s.s.(s(�(n+1))(νnρ× νn−1ρ× · · · × νρ× ρ � σ))

=
∑

(εi)∈{±1}n

νεnnρ× · · · × νε22ρ× νε1ρ � ρ⊗ χ(εi)σ

+
∑

(εi)∈{±1}n

νεnnρ× · · · × νε22ρ× νε1ρ× ρ⊗ χ(εi)ωρσ

where χ(εi) is a character of F× which depends on (εi) ∈ {±1}n. From the above formula
we see that νnρ⊗ · · · ⊗ νρ⊗ ρ⊗ σ is regular. This proves (xi) and implies (ii). Frobenius
reciprocity implies that νnρ ⊗ · · · ⊗ νρ ⊗ ρ ⊗ σ is a quotient of s(�)n+1(δ([ρ, νnρ], σ)).
The irreducibility of ρ � σ and (1-3) imply ρ � σ ∼= ρ � ωρσ. Applying (1-2) we get
νnρ×· · ·×νρ×ρ�σ ∼= νnρ×· · ·×νρ×ρ�ωρσ. Therefore νnρ⊗· · ·⊗νρ⊗ρ⊗ωρσ is also
a quotient of s(�)n+1(δ([ρ, νnρ], σ)). Now (iv) follows in the same way as in the previous
proposition. The above isomorphism implies δ([ρ, νnρ], σ) ∼= δ([ρ, νnρ], ωρσ).

We shall now prove (iii) and (v). We have seen that (iii) and (v) holds for n = 0. From
(1-4) and (2-1) one gets

s.s.(s(2�)(δ([ρ, νρ]) � σ)) = δ([ν−1ρ, ρ]) ⊗ ωρωνρσ + ρ× νρ⊗ ωρσ + δ([ρ, νρ]) ⊗ σ.

This implies

s.s.(s(�,�)(δ([ρ, νρ]) � σ)) = ρ⊗ ν−1ρ⊗ωρωνρσ+ ρ⊗ νρ⊗ωρσ+ νρ⊗ ρ⊗ωρσ+ νρ⊗ ρ⊗ σ.

Analogously,

s.s.(s(�,�))(δ([ρ, νρ]) � ωρσ)) = ρ⊗ ν−1ρ⊗ ωνρσ + ρ⊗ νρ⊗ σ + νρ⊗ ρ⊗ σ + νρ⊗ ρ⊗ ωρσ.

From the two last formulas, (iv) and the first part of the proof, one concludes that
s.s.(s(�,�)(δ([ρ, νρ], σ))) = νρ ⊗ ρ ⊗ σ + νρ ⊗ ρ ⊗ ωρσ. Therefore (iii) holds for n = 1.
One gets easily that (v) also holds for n = 1.
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We shall now prove (iii) and (v) by induction on n. Let n ≥ 1 and suppose that (iii)
and (v) hold for k ≤ n. Then the inductive assumption and (1-4) imply

s.s.(s(�(n+2))(δ([νnρ, νn+1ρ]) � δ([ρ, νn−1ρ], σ)))

= δ([νnρ, νn+1ρ]) × δ([ρ, νn−1ρ]) ⊗ (σ + ωρσ)

+ δ([ν−n−1ρ, ν−nρ]) × δ([ρ, νn−1ρ]) ⊗ ωνnρωνn+1ρ(σ + ωρσ)

+ ν−nρ× νn+1ρ× δ([ρ, νn−1ρ]) ⊗ ωνnρ(σ + ωρσ),

s.s.(s(�(n+2))(νn+1ρ � δ([ρ, νnρ], σ)))

= νn+1ρ× δ([ρ, νnρ]) ⊗ (σ + ωρσ) + ν−n−1ρ× δ([ρ, νnρ]) ⊗ ωνn+1ρ(σ + ωρσ).

A simple analysis gives now

s.s.(s(�)n+2(δ([ρ, νn+1ρ], σ))) = νn+1ρ⊗ νnρ⊗ · · · ⊗ νρ⊗ ρ⊗ (σ + ωρσ).

This proves (iii) for n + 1. Now (iii) and (iv) imply (v) for n + 1. This finishes the proof
of (iii) and (v). Recall that we have proved that δ([ρ, νn+1ρ], σ) is a unique common
irreducible subquotient of δ([νnρ, νn+1ρ]) � δ([ρ, νn−1ρ], σ) and νn+1ρ � δ([ρ, νnρ], σ) if
n ≥ 1.

The Casselman’s square integrability criterion and (iii) give (vi). One gets (vii) and
(viii) in the same way as in the Proposition 3.1. One proves (ix) for δ([ρ, νρ], σ) from the
fact that δ([ρ, νρ], σ) can be characterized as a unique common irreducible subquotient
of δ([ρ, νρ]) � σ and δ([ρ, νρ]) � ωρσ (see the previous part of the proof). One gets (x)
by considering the Jacquet modules. The above characterization of δ([ρ, νn+1ρ], σ) as a
unique common irreducible subquotient of δ([νnρ, νn+1ρ]) � δ([ρ, νn−1ρ], σ) and νn+1ρ �

δ([ρ, νnρ], σ), n ≥ 1, enables the inductive prove of (ix). �
3.3. Theorem. Let ρi, i = 1, 2, . . . , n, (resp. τj , j = 1, 2, . . . ,m) be unitarizable ir-
reducible cuspidal representations of GL(ai, F ), where ai ≥ 1 (resp. GL(bj , F ), where
bj ≥ 1). The case of n = 0 or m = 0 is not excluded. Let σ be an irreducible cuspidal
representation of GSp(-, F ). Let X be the group of characters of F× generated by the
central characters of ρ1, . . . , ρn.

Suppose that ρi ∼= ρ̃i for all 1 ≤ i ≤ n (this implies card X ≤ 2n), Card X = 2n and
ωσ � σ for any ω ∈ X\{1F×}. Assume that the representations τ1, . . . , τm are mutually
inequivalent and that for any j = 1, 2, . . . ,m, there exists sj > 0 such that νsjτj � σ
reduces.

Denote r = a1 + · · · + an + b1 + · · · + bm. Let pi, i = 1, . . . , n, and qj , j = 1, . . . ,m, be
non-negative integers. Set ∆i = [ρi, νpiρi] and Γj = [νsjτj , ν

sj+qjτj ]. Then:
(i) The representation

(3-1)
[ n∏
i=1

(
ρi × νρi × · · · × νpiρi

)]
×

[ m∏
j=1

νsjτj × νsj+1τj × · · · × νsj+qjτj
)]

� σ
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is regular. Representations νcρi � σ are irreducible for any c ∈ R.
(ii) The representation δ(∆1) × · · · × δ(∆n) × δ(Γ1) × · · · × δ(Γm) � σ contains a unique
irreducible subrepresentation. We denote it by δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ). Moreover,
δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ) can be characterized as a unique irreducible subrepresentation
of (3-1).

(iii) s.s(s(r)(δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ)))

=
∑
ω∈X

δ(∆1) × · · · × δ(∆n) × δ(Γ1) × · · · × δ(Γm) ⊗ ωσ.

(iv) The representation δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ) is essentially tempered.
(v) The representation δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ) is essentially square integrable if and
only if all pi are positive.
(vi) χ(δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ)) ∼= δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, χσ), χ ∈ (F×)̃ .
(vii) δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ)− ∼= δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ).
(viii) δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ)̃ ∼= δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, ω

−1σ̃) where ω is the
central character of δ(∆1) × · · · × δ(∆n) × δ(Γ1) × · · · × δ(Γm).
(ix) We have δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ) ∼= δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, ωσ) for ω ∈ X.
Besides permutations of the segments, these are the only non-trivial equivalences among
these representations.

Proof. Let πi, i = 1, . . . , t, be irreducible cuspidal representations of GL(di, F ) respectively
(di ≥ 1, i = 1, . . . , t). Set d = d1 + · · · + dt. First observe that

(3-2) s.s.(s(d)(π1 × · · · × πt � σ)) =
∑

(εi)∈{±1}t

πε1
1 × · · · × πεt

t ⊗
(

t∏
i=1

ω(1−εi)/2
πi

)
σ

where π1
i denotes πi and π−1

i denotes π̃i. One proves the above formula directly by induc-
tion, using (1-4).

Suppose that π1 × · · · × πt � σ is not regular. Let π be a representation of GL(ci, F ),
i = 1, . . . , t. Denote α = (c1, c2, . . . , ct). Then the formula (3-2) and the transitivity of
Jacquet modules imply that non-regularity can happen only in the following two ways:

(a) There exists at least one (εi) ∈ {±1}t such that the Jacquet module of πε1
1 ×· · ·×πεt

t ⊗(∏t
i=1 ω

(1−εi)/2
πi

)
σ with respect to Mα is not a multiplicity one representation. Lemma

2.3 implies that there exist 1 ≤ i < j ≤ j such that

πεi
i

∼= π
εj

j .

Suppose that (a) does not happen. Then the formula (3-2) implies that the following
possibility must happen:

(b) The elements of the family of representations {πεi
i ; 1 ≤ i ≤ t} are mutually inequivalent

for any (εi) ∈ {±1}t, and there exist two different (εi), (ε′i) ∈ {±1}t, such that Jacquet



18 MARKO TADIĆ

modules with respect to Mα of πε1
1 × · · · × πεt

t ⊗
(∏t

i=1 ω
(1−εi)/2
πi

)
σ and π

ε′1
1 × · · · × π

ε′t
t ⊗(∏t

i=1 ω
(1−ε′i)/2
πi

)
σ have a common irreducible subquotient. Note that the elements of

the family of representations {πεi
i ; 1 ≤ i ≤ t} are mutually inequivalent, as well as of

{πε′i
i ; 1 ≤ i ≤ t}. The existence of a common irreducible subquotient implies the following

two conditions

{πεi
i ; 1 ≤ i ≤ t} = {πε′i

i ; 1 ≤ i ≤ t},(
t∏

i=1

ω(1−εi)/2
πi

)
σ ∼=

(
t∏

i=1

ω
(1−ε′i)/2
πi

)
σ.

The first condition comes looking at supports of representations of general linear groups
(the supports must be the same by the Bernstein-Zelevinsky theory), and the equality in
the first condition is assumed (only) in the sense of sets of equivalence classes.

Suppose that the representation (3-1) is not regular. From our assumptions on ρi’s
and τj ’s, and how we have formed (3-1), it is obvious that (a) can not happen. Thus
we have (b). The first condition in (b) {πεi

i ; 1 ≤ i ≤ t} = {πε′i
i ; 1 ≤ i ≤ t} and our

assumptions on ρi’s and τj ’s imply that if πi is not unitarizable, then εi = ε′i. Now the

second condition in (b)
(∏t

i=1 ω
(1−εi)/2
πi

)
σ ∼=

(∏t
i=1 ω

(1−ε′i)/2
πi

)
σ and the above remark

εi = ε′i for non-unitarizable πi’s, imply( ∏
1≤i≤t

πi is unitarizable

ω(1−εi)/2
πi

)
σ ∼=

( ∏
1≤i≤t

πi is unitarizable

ω
(1−ε′i)/2
πi

)
σ.

Thus ( ∏
1≤i≤t

πi is unitarizable

ω
(εi−ε′i)/2
πi

)
σ ∼= σ.

The conditions cardX = 2n and ωσ �∼= σ for ω ∈ X, ω �= 1F× , imply εi = ε′i for any
unitarizable πi. Thus, εi = ε′i for any i ∈ {1, 2, . . . , t}. This is a contradiction. Therefore,
(3-1) is regular.

The second statement in (i) follows from Lemma 2.1.
Note that δ(∆i) � σ is a subrepresentation of νpiρi × νpi−1ρi × · · · × νρi × ρi � σ, and

δ(Γj) � σ is a subrepresentation of νsj+qjτj × · · · × νsjτj � σ. Therefore our notation in
(ii) agrees with that in Propositions 3.1 and 3.2. Note that by Propositions 3.1 and 3.2 all
statements of the theorem hold if n+m = 1. Further, one gets (vi) from the isomorphism
χ(δ(∆1)× · · · × δ(Γm) � σ) ∼= δ(∆1)× · · · × δ(Γm) � χσ (see (1-2)). Also, (vii) is obvious.

Note that δ(∆1) × · · · × δ(∆n) × δ(Γ1) × · · · × δ(Γm) � σ is a subrepresentation of
(3-1). The regularity of (3-1) implies that (3-1) contains a unique irreducible subrepre-
sentation, say π. Therefore δ(∆1) × · · · × δ(∆n) × δ(Γ1) × · · · × δ(Γm) � σ contains a
unique irreducible subrepresentation, which is again π. This proves (ii). We denote π
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by δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ). Note that π can be characterized as a unique irreducible
subrepresentation of (3-1). Further (3-1) is isomorphic to

[∏n
i=1

(
ρi×νρi×· · ·×νpiρi

)]
×[∏m

j=1 ν
sjτj×νsj+1τj×· · ·×νsj+qjτj

)]
�ωσ for any ω ∈ X. The isomorphism follows from

(1-1), (1-3) and the second statement of (i). One also uses the fact that representations
ρi × νατj , 1 ≤ i ≤ n, 1 ≤ j ≤ m, α ∈ R, and ρi × ναρj , 1 ≤ i, j ≤ n, i �= j, α ∈ R, are
irreducible. The above isomorphism implies π ∼= δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, ωσ) for ω ∈ X.
This proves the first statement in (ix). For the second statement in (ix), observe that the
set (of classes of) irreducible cuspidal representations ∆1 ∪ · · · ∪ ∆n ∪ Γ1 ∪ · · · ∪ Γm is
determined by the representation δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ) (this follows from (3-2) and
standard facts about Jacquet modules of general linear groups obtained in [BeZ] and [Z]).
Also ∆i’s and Γj ’s may be characterized as segments in cuspidal representations of general
linear groups in ∆1 ∪ · · · ∪∆n ∪ Γ1 ∪ · · · ∪ Γm, which have the maximal length. Thus ∆i’s
and Γj ’s are determined by π. The formula in (iii) implies that σ is determined by π up
to a multiple by ω ∈ X (note that (iii) is not yet proved).

Recall that π ↪→ δ(∆1)×· · ·×δ(∆n)×δ(Γ1)×· · ·×δ(Γm)�σ. Now Frobenius reciprocity
implies that δ(∆1) × · · · × δ(∆n) × δ(Γ1) × · · · × δ(Γm) ⊗ σ is a quotient of s(r)(π). Since
π ∼= δ(∆1, . . . ,∆n,Γ1, . . . ,∆m, ωσ) for any ω ∈ X, we get that each δ(∆1)× · · ·× δ(Γm)⊗
ωσ, ω ∈ X, is a quotient of s(r)(π). It remains to prove that there are no other subquotients
in s(r)(π). We shall prove this by induction with respect to n +m, and this will complete
the proof of (iii). We shall also prove (viii) by induction.

We have already mentioned that (iii) holds if n+m = 1. Suppose that n = m = 1. Note
that δ(∆1)�δ(Γ1, σ) and δ(Γ1)�δ(∆1, σ) are subrepresentations of δ(∆1)×δ(Γ1)�σ (one
gets this using (1-1), Propositions 3.1 and 3.2, and the fact that δ(∆1)×δ(Γ1) is irreducible).
Thus δ(∆1,Γ1, σ) is a subrepresentation of δ(∆1)� δ(Γ1, σ) and δ(Γ1)× δ(∆1, σ). Let ρ be
an irreducible cuspidal representation of some general linear group and let - be a positive
integer. Then (2-2) implies that we can write

(3-3) M∗(δ([ρ, ν�ρ])) = A +
�+1∑
i=0

δ([ρ, ν�−iρ]) ⊗ δ([ν�−i+1ρ, ν�ρ]) ⊗ 1

where A ∈ R⊗R⊗R(G)\R⊗R⊗R0(G). We get now from (1-4) the following equalities

s.s.(s(r)(δ(∆1) � δ(Γ1, σ)))

=
p1+1∑
i=0

δ([ρ1, ν
p1−iρ1])̃ × δ([νp1−i+1ρ1, ν

p1ρ1]) × δ([νs1τ1, νs1+q1τ1]) ⊗ ωδ([ρ1,νp1−iρ1])σ,

s.s.(s(r)(δ(Γ1) × δ(∆1, σ))) =
∑
ω∈X

q1+1∑
j=0

δ([νs1τ1, νs1+q1−jτ1])̃ ×δ([νs1+q1−j+1τ1, ν
s1+q1τ1])×δ([ρ1, ν

p1ρ1])⊗ωδ([νs1τ1,νs1+q1−jτ1])ωσ.

The regularity and above two formulas imply that δ(Γ1) � δ(∆1, σ) and δ(∆1) � δ(Γ1, σ)
have non-disjoint Jordan-Hölder series. Furthermore, common factor in the above semi
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simplifications of the Jacquet modules can come only from the last two terms of the sum
in the first formula, and from the last term of the sum with respect to j in the second
formula. From this one can easily get that the formula in (iii) holds when n = m = 1.
Furthermore, one can also conclude that δ(∆1,Γ1, σ) can be characterized as a unique
common irreducible subquotient of δ(Γ1) � δ(∆1, σ) and δ(∆1) � δ(Γ1, σ). Note that
δ(Γ1,∆1, σ)̃ is a common irreducible subquotient of δ(Γ1)̃ � δ(∆1, σ)̃ and δ(∆1)̃ �

δ(Γ1, σ)̃ . The formulas for contragredients in Propositions 3.1 and 3.2 imply the fol-
lowing equalities in the R(G): δ(Γ1)̃ � δ(∆1, σ)̃ = δ(Γ1)̃ � δ(∆1, ω

−1
δ(∆1)

σ̃) = δ(Γ1) �

ω−1
δ(Γ1)

δ(∆1, ω
−1
δ(∆1)

σ̃)) = δ(Γ1) � δ(∆1, ω
−1
δ(∆1)×δ(Γ1)

σ̃), and similarly δ(∆1)̃ � δ(Γ1, σ)̃ =
δ(∆1)×δ(Γ1, ω

−1
δ(∆1)×δ(Γ1)

σ̃). Recall that δ(∆1,Γ1, ω
−1
δ(∆1)×δ(Γ1)

σ̃) is a unique common irre-
ducible subquotient of δ(Γ1)�δ(∆1, ω

−1
δ(∆1)×δ(Γ1)

σ̃) and δ(∆1)×δ(Γ1, ω
−1
δ(∆1)×δ(Γ1)

σ̃). Thus
δ(Γ1,∆1, σ)̃ ∼= δ(Γ1,∆1, ω

−1
δ(∆1)×δ(Γ1)

σ̃). Therefore (viii) holds if n = m = 1.
Suppose now that n + m ≥ 2 and (n,m) �= (1, 1). Then n ≥ 2 or m ≥ 2. Consider first

the case m ≥ 2. Then (1-4), (3-3) and the inductive assumption imply

s.s.(s(r)(δ(Γm) � δ(∆1, . . . ,∆n,Γ1, . . . ,Γm−1, σ)))

=
∑
ω∈X

qm+1∑
i=0

δ([νsmτm, ν
sm+qm−i, τm])̃ × δ([νsm+qm−i+1τm, ν

sm+qm , τm])

× δ(∆1) × · · · × δ(∆n) × δ(Γ1) × · · · × δ(Γm−1) ⊗ ωδ([νsmτm,νsm+qm−i,τm])ωσ.

Similarly

s.s.(s(r)(δ(Γm−1) � δ(∆1, . . . ,∆n,Γ1, . . . ,Γm−2,Γm, σ))) =
∑
ω∈X

qm−1+1∑
i=0

δ([νsm−1τm−1, ν
sm−1+qm−1−iτm−1])̃ × δ([νsm−1+qm−1−i+1τm−1, ν

sm−1+qm−1 , τm−1])

×δ(∆1)×· · ·×δ(∆n)×δ(Γ1)×· · ·×δ(Γm−2)×δ(Γm)⊗ωδ([νsm−1τm−1,ν
sm−1+qm−1−iτm−1])

ωσ.

In the same way as in the case of n = m = 1 one gets from the above formulas that
(iii) holds. Further, one gets that δ(Γm) � δ(∆1, . . . ,∆n,Γ1, . . . ,Γm−1, σ) and δ(Γm−1) �

δ(∆1, . . . ,∆n,Γ1, . . . ,Γm−2,Γm, σ) have exactly one irreducible subquotient in common,
which is δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ). From this characterization of that representation,
one gets (viii) using the inductive assumption similarly as in the case of n = m = 1.

Suppose now n ≥ 2. Let Xt denote the group generated by ωρ1 , . . . , ωρt−1 , ωρt+1 , . . . ,
ωρn . Again (1-4), (3-3) and the inductive assumption give

(3-4) s.s.(s(r)(δ(∆n) � δ(∆1, . . . ,∆n−1,Γ1, . . . ,Γm, σ)))

=
∑

ω∈Xn

pn+1∑
i=0

δ([ρn, νpn−iρn])̃ × δ([νpn−i+1ρn, ν
pnρn])

× δ(∆1) × · · · × δ(∆n−1) × δ(Γ1) × · · · × δ(Γm) ⊗ ωδ([ρn,νpn−iρn])ωσ.
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Analogously

(3-5) s.s(s(r)(δ(∆n−1) � δ(∆1, . . . ,∆n−2,∆n,Γ1, . . . ,Γm, σ)))

=
∑

ω∈Xn−1

pn−1+1∑
i=0

δ([ρn−1, ν
pn−1−iρn−1])̃ × δ([νpn−1−i+1ρn−1, ν

pn−1ρn−1])

× δ(∆1) × · · · × δ(∆n−2) × δ(∆n) × δ(Γ1) × · · · × δ(Γm) ⊗ ωδ([ρn−1,ν
pn−1−iρn−1])

ωσ.

First observe that

δ(∆n)� δ(∆1, . . . ,∆n−1,Γ1, . . . ,Γm, σ) and δ(∆n−1)� δ(∆1, . . . ,∆n−2,∆n,Γ1, . . . ,Γm, σ)

have non-disjoint Jordan-Hölder series and that δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ) is a common
irreducible subquotient (one can see this from definition of δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ),
or from (3-4) and (3-5)). Furthermore, if something is in common in the above two
Jacquet modules, then it is coming from the last two terms of the sums with respect
to i in (3-4) and (3-5). It is easy to see that if some irreducible π is a common sub-
quotient of the Jacquet modules (3-4) and (3-5), then π is already one of the terms
of the sum in (iii). This proves (iii) and shows that δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ) is a
unique common irreducible subquotient of δ(∆n) � δ(∆1, . . . ,∆n−1,Γ1, . . . ,Γm, σ) and
δ(∆n−1) � δ(∆1, . . . ,∆n−2,∆n,Γ1, . . . ,Γm, σ). Similarly as before, one gets from this
characterization the formula for the contragredient.

We get (v) from the criterion (2-4) and (iii). Similarly we get (iv). The proof of the
theorem is now complete. �

An admissible representation π will be called selfdual (or selfcontragredient) if π ∼= π̃.
One can find in [A] a lot of information about such representations of GL(n, F ) in the
tame case. Some simple remarks about them are also contained in the following remarks.

3.4. Remarks. (i) If ρ and σ are characters of F× where ρ has order two, then ρ ∼= ρ̃
and ωρσ � σ. Therefore, the conditions of Proposition 3.2 are satisfied and the same
proposition gives us essentially square integrable representations which are subquotients
of the non-unitary principal series representations. These representations (corresponding
to characters) follow from [Ro2] (we found these representations explicitly in [T3]).

(ii) Suppose that σ is an irreducible cuspidal representation of GSp(1, F ) = GL(2, F ). If
the residual characteristic of F is odd, then σ corresponds to an admissible character θ
of a quadratic extension E of F . With few exceptions ([MoSy], Corollary 2.16), if ρ is a
quadratic character then ρσ �∼= σ unless ρ corresponds to E by the local class field theory.
Therefore, Proposition 3.2 provides us with non-cuspidal irreducible essentially square
integrable representations which are not supported in the minimal parabolic subgroups.

(iii) If a cuspidal representation ρ of GL(2, F ) corresponds to an admissible character
θ of a quadratic extension E, such that the restriction of θ to F is trivial, then ρ is
selfdual, and its central character ωρ corresponds to E by the local class field theory. In
particular it is non-trivial. Taking now for σ any character of F×, one gets ρ ∼= ρ̃, ωρσ � σ.
Therefore we again get non-cuspidal essentially square integrable representations which are
not supported in the minimal parabolic subgroups.
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(iv) There exist examples of fields F and odd n ≥ 3, such that there is an irreducible
selfdual cuspidal representation ρ of GL(n, F ) with a non-trivial central character. Then
again ωρσ � σ for any character σ of F×.

(v) From the above examples one can obtain an example of ρ and σ which satisfy conditions
ρ ∼= ρ̃ and ωρσ � σ of Proposition 3.2, and neither ρ nor σ is a character.

(vi) Based on Shahidi’s results in [Sd2] on reducibility of ρ�σ where ρ and σ are irreducible
cuspidal representations, Proposition 3.1 gives examples of irreducible non-cuspidal square
integrable representations which do not need to be supported in the minimal parabolic
subgroups.

The above discussion tells us that Proposition 3.2 produces a considerable number of
new irreducible non-cuspidal essentially square integrable representations of GSp-groups
which are not supported in the minimal parabolic subgroups. Note that we get them in
a relatively simple way. Theorem 3.3 gives irreducible square integrable representations
which are not supported in the minimal parabolic subgroups, which are “combinations” of
the square integrable representations discussed in the above remarks.

4. Some general facts about square
integrable representations of GSp-groups

Let π be an irreducible admissible representation of GSp(t, F ). Then there exists a
partition α = (l1, l2, . . . , ln) of some t′ ≤ t such that sα(π) has an irreducible cuspidal
subquotient, say ρ. We can write

ρ = ρ1 ⊗ · · · ⊗ ρn ⊗ σ

where ρi are irreducible cuspidal representations of GL(li, F ) while σ is a similar represen-
tation of GSp(t− t′, F ). In that case all irreducible subquotients of sα(π) are cuspidal. If
ρ is a quotient of sα(π), then π is isomorphic to a subrepresentation of ρ1 × · · · × ρn � σ
(the converse is also true: if π ↪→ ρ1 × · · · × ρn � σ, then ρ1 ⊗ · · · ⊗ ρn ⊗ σ is a quotient of
sα(π)) There exists always an irreducible cuspidal ρ which is a quotient of sα(π). If ρ is
regular, then ρ is always a quotient of sα(π) (see [C]).

We shall assume in the sequel that π is essentially square integrable. In the following
lemmas of this section we shall find some of the conditions which representations ρi need
to satisfy (recall that we assume that ρ1×· · ·×ρn �σ has an irreducible essentially square
integrable subquotient). All the following lemmas have similar strategies of proofs.

We shall fix any i0 ∈ {1, . . . , n}. Denote by Y 0
i0

(resp. Y 1
i0

) the set of all i ∈ {1, . . . , n}
such that there exists α ∈ Z so that ρi0 ∼= ναρi (resp. ρ̃i0 ∼= ναρi). Set Yi0 = Y 0

i0
∪ Y 1

i0
and

Y c
i0

= {1, 2, . . . , n}\Yi0 .
Recall that ρi = νe(ρi)ρui where e(ρi) ∈ R and ρui is unitarizable (these conditions

characterize e(ρi) and ρui uniquely).

4.1. Lemma. We have ρui0
∼= (ρui0 )̃ .

Proof. First we shall prove the lemma under assumption that ρ is a quotient of sα(π).
Then π is a subrepresentation of ρ1 × ρ2 × · · · × ρn � σ. Suppose that ρui0 � (ρui0 )̃ . Then
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for any j0, j
′
0 ∈ Y 0

i0
, j1, j

′
1 ∈ Y 1

i0
and jc ∈ Y c

i0
we know that

ρj0 × ρ̃j′0
∼= ρ̃j′0 × ρj0 , ρj1 × ρ̃j′1

∼= ρ̃j′1 × ρj1 ,(4-1)
ρj0 × ρj1

∼= ρj1 × ρj0 , ρ̃j0 × ρ̃j1
∼= ρ̃j1 × ρ̃j0 ,

ρj0 × ρjc
∼= ρjc × ρj0 , ρ̃j0 × ρjc

∼= ρjc × ρ̃j0 ,

ρj1 × ρjc
∼= ρjc

× ρj1 , ρ̃j1 × ρjc
∼= ρjc

× ρ̃j1 ,

ρj0 � σ ∼= ρ̃j0 � ωρj0
σ, ρj1 � σ ∼= ρ̃j1 � ωρj1

σ.

(the first two lines follow from [Z], the last line from Lemma 2.1). Write Y 0
i0

= {a1, . . . , ak0}
where ai < aj for all i < j, Y 1

i0
= {b1, . . . , bk1} where bi < bj for i < j, and Y c

i0
=

{d1, . . . , dkc} where di < dj for all i < j. Using the relations (4-1), (1-1) and (1-3) one gets

ρ1 × ρ2 × · · ·×ρn � σ
∼= ρa1 × ρa2 × · · · × ρak0

× ρd1 × ρd2 × · · · × ρdkc
× ρb1 × · · · × ρbk1

� σ
∼= ρa1 × · · · × ρak0

× ρd1 × · · · × ρdkc
× ρb1 × · · · × ρbk1−1 × ρ̃bk1

� ωρbk1
σ

∼= ρa1 × · · · × ρak0
× ρ1 × · · · × ρdkc

× ρ̃bk1
× ρb1 × · · · × ρbk1−1 � ωρbk1

σ.

Continuing the process one gets

ρ1 × ρ2 × · · · × ρn � σ ∼= ρa1 × · · · × ρak0
× ρ̃bk1

× · · · × ρ̃b1 × ρd1 × · · · × ρdkc
� ω′σ

for some character ω′ of F×. Similarly, one gets

ρ1 × ρ2 × · · · × ρn � σ ∼= ρb1 × · · · × ρbk1
× ρ̃ak0

× · · · × ρ̃a1 × ρd1 × · · · × ρdkc
� ω′′σ

for some character ω′′ of F×. The Frobenius reciprocity implies that both

ρ′ = ρa1 ⊗ · · · ⊗ ρak0
⊗ ρ̃bk1

⊗ · · · ⊗ ρ̃b1 ⊗ ρd1 ⊗ · · · ⊗ ρdkc
⊗ ω′σ,

ρ′′ = ρb1 ⊗ · · · ⊗ ρbk1
⊗ ρ̃ak0

⊗ · · · ⊗ ρ̃a1 ⊗ ρd1 ⊗ · · · ⊗ ρdkc
⊗ ω′′σ

are quotients of corresponding Jacquet modules. Let ρa1 ×· · ·×ρak0
×ρb1 ×· · ·×ρbk1

be a
representation of some GL(u, F ). Note that (βu, e∗(ρ′)) = −(βu, e∗(ρ′′)) Then the square
integrability criterion (2-4) tells that π can not be essentially square integrable. This is a
contradiction. This proves the lemma if ρ is a quotient of sα(π).

In general, there always exists an irreducible quotient ρ′′′ = ρ′′′1 × ρ′′′2 × · · · × ρ′′′n′′′ ⊗ σ′′′

of sα(π). The first part of the proof applies to ρ′′′. From the formula (3-2), using
[Z] (Lemma 2.3 in our paper), we can easily get irreducible subquotients of sα(π) (ac-
tually of sα(IndGSp(t,F )

Pα
(ρ′′′))). According to [Z] and (3-2), one gets ρ1, ρ2, . . . , ρn from

ρ′′′1 , ρ
′′′
2 , . . . , ρ

′′′
n′′′ by permutation (in particular, n = n′′′), and putting ˜ on some of ρ′′′i .

This implies the lemma. �
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4.2. Lemma. Suppose ωρu
i0
σ � σ. Then e(ρi0) ∈ (1/2)Z.

Proof. Suppose e(ρi0) /∈ (1/2)Z. Since the relations (4-1) hold in this situation, one can
repeat the proof of the preceding lemma and see that π is not essentially square integrable.
This finishes the proof. �

4.3. Lemma. Suppose ωρu
i0
σ � σ. Then the set {ρi, ρ̃i; i ∈ Yi0} is a segment in the

cuspidal representations of general linear groups.

Proof. An argument similar to the argument used in the proof of Lemma 4.1 shows that
it is enough to prove the lemma when ρ is a quotient of sα(ρ). Lemmas 4.1 and 4.2 imply
ρui0

∼= (ρui0 )̃ and e(ρi0) ∈ (1/2)Z. Suppose that Z = {ρi, ρ̃i, i ∈ Yi0} is not a segment.
Choose a segment [να1ρui0 , ν

α2ρui0 ] contained in Z such that:
(i) α2 is maximal possible,
(ii) α1 is minimal possible (after α2 was already fixed).
One can easily see that {ρui0 , ν±1/2ρui0} ∩ [να1ρui0 , ν

α2ρui0 ] = ∅ (use the fact that α2 is
maximal, and that Z is symmetric, i.e. Z = {τ̃ ; τ ∈ Z}). We now consider Y +

i0
= {i ∈

Yi0 ; e(ρi) ∈ [α1, α2]}, Y −
i0

= {i ∈ Yi0 ; e(ρi) ∈ [−α1,−α2]}, and Y r
i0

= Yi0\{Y +
i0

∪ Y −
i0
}. We

can now repeat with Y +
i0

and Y −
i0

the process done in the proof of Lemma 4.1, and get that
π can not be essentially square integrable. �

4.4. Lemma. Suppose that ρ is a quotient of sα(π) (which happens if and only if π ↪→
ρ1 × ρ2 × · · · × ρn � σ). Write Y 0

i0
= {a1, . . . , ak0}, ai < aj for i < j, as before. Suppose

that there exists i ∈ Y 0
i0

with e(ρi) ≤ 0. Then there exists 1 ≤ j < i with e(ρj) = e(ρi)+1.
If a is minimal with e(ρa) ≤ 0, then e(ρa) > −1. If b is minimal with e(ρb) < 0, then
e(ρb) ≥ −1.

Proof. Suppose e(ρi) ≤ 0. Take the minimal index m1 ≤ i such that there exists a non-
negative integer - so that ρm1 = ν−�ρi. Then e(ρm1) ≤ e(ρi) ≤ 0 and e(ρi) − e(ρm1) ∈ Z.
Further ν−1ρm1 � ρj for any 1 ≤ j ≤ m1.Suppose that νρm1 � ρj for all 1 ≤ j < m1.
This implies that we can bring ρm1 at the beginning, i. e. ρ1 × ρ2 × · · · × ρn � σ ∼=
ρm1 × ρ1 × ρ2 × · · · × ρm1−1 × ρm1+1 × · · · × ρn � σ (use (1-1)). Then ρ′ = ρm1 ⊗ ρ1 ⊗ ρ2 ⊗
· · ·⊗ρm1−1⊗ρm1+1⊗· · ·⊗ρn⊗σ is a subquotient of the corresponding Jacquet module of
π (this follows from Frobenius reciprocity). Now (βk, e(ρ′)) ≤ 0 if ρm1 is a representation
of GL(k, F ). This contradicts to the square integrability criterion (2-4). Thus νρm1

∼= ρm2

for some 1 ≤ m2 < m1.
If e(ρm2) = e(νρm1) = 1 + e(ρm1) ≤ 0, then we can continue procedure and find

1 ≤ m3 < m2 with ρm3
∼= νρm2 . One can continue this procedure if e(ρm3) ≤ 0. In this

way one gets a sequence of positive integers i ≥ m1 > m2 > · · · > mk−1 > mk ≥ 1 such
that ρmi+1

∼= νρmi for all 1 ≤ i ≤ k − 1, e(ρmk−1) ≤ 0 and e(ρmk
) > 0. One can now see

easily that the lemma holds. �

Let (τ, σ) be a pair consisting of an irreducible cuspidal representation τ of a general
linear group and a similar representation σ of GSp(m,F ). We shall now consider the
following assumptions, which will be important if (τ, σ) satisfies (for our study of square
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integrable representations):

if τ � σ reduces, then there exists α0 ∈ {0, 1/2, 1} such that(RG)

ν±α0τu � σ reduce and νβτu � σ is irreducible for β ∈ R, |β| �= α0;

if τ � σ reduces, then there exists α0 ≥ 0 in (1/2)Z such that(R(1/2)Z)

ν±α0τu � σ reduce and νβτu � σ is irreducible for β ∈ R, |β| �= α0.

Recall that if τ � σ reduces, then τu is selfdual, i.e. (τu)̃ ∼= τu.

4.5. Remark. Suppose that F is a field of characteristic 0. Then F. Shahidi has shown
that (RG) holds if σ is generic. One case was earlier examined by Waldspurger ([W], he
does not assume charF = 0). In particular, it holds for any τ if σ is a character ([Sd2]).
C. Mœglin has shown that there are examples where (RG) does not hold ([Mœ]). Let us
note that (R(1/2)Z) holds in all known examples (to this author) of reducibility of τ � σ.
Shahidi’s Conjecture 9.4 in [Sd1] would imply that (R(1/2)Z) hold in general.

We continue with the notation from the beginning of the section. In the same way as
Lemma 4.2 we get the following:

4.6. Lemma. Suppose that (R(1/2)Z) holds for (ρi, σ), i = 1, 2, . . . , n. Then e(ρi0) ∈
(1/2)Z for i = 1, 2, . . . , n �
4.7. Lemma. Assume that (RG) holds for (ρi, σ), i = 1, 2, . . . , n.
(i) Suppose that νρui0 �σ reduces. If e(ρi0) ∈ Z, then {ρi, ρ̃i; i ∈ Yi0}∪{ρui0} is a segment in
cuspidal representations of general linear groups. If e(ρi0) ∈ 1/2 + Z, then {ρi, ρ̃i; i ∈ Yi0}
is a segment in cuspidal representations of general linear groups.
(ii) If νρui0 � σ is irreducible, then {ρi, ρ̃i; i ∈ Yi0} is a segment in cuspidal representations
of general linear groups.

Proof. Denote X = {ρi, ρ̃i; i ∈ Yi0}. Clearly X = X̃, i.e. X = {τ̃ , τ ∈ X}. Proceeds case
by case, using the strategy of the proof of Lemma 4.3.
(i) We know from the previous lemma that e(ρi0) ∈ (1/2)Z. Also (ρui0 )̃

∼= ρui0 by Lemma
4.1. Suppose that e(ρi0) ∈ 1/2+Z. Recall X = X̃. One proves that X is a segment in the
same way as in the proof of Lemma 4.3 (note that in this situation τ � σ is irreducible for
any τ ∈ X). Suppose now e(ρi0) ∈ Z. Then in a similar way we get that X ∪ {ρui0} is a
segment (note that in the case of the Steinberg representation, X is not a segment).
(ii) One considers two cases. The first is when ρui0 � σ reduces. If e(ρi0) ∈ 1/2 + Z or
e(ρi0) ∈ Z, then one gets that X is a segment similarly as before. Suppose now that
ν1/2ρui0 � σ reduces. Again we get in both cases e(ρi0) ∈ 1/2 + Z, e(ρi0) ∈ Z that X is a
segment. �
4.8. Remark. We expect that if νρui0 � σ reduces, then e(ρi0) ∈ Z (i.e. that the second
possibility in (i) of the above lemma never happens).

At the end of this section we shall summarize some of the main properties of the parabol-
ically induced representations which have essentially square integrable subquotients, which
we have proved.



26 MARKO TADIĆ

4.9. Theorem. Let ρ1, ρ2, . . . , ρn be irreducible cuspidal representations of general linear
groups and let σ be a similar representation of GSp(m,F ). Suppose that ρ1×ρ2×· · ·×ρn�σ
has an essentially square integrable subquotient. Then
(i) (ρui )̃ ∼= ρui for any 1 ≤ i ≤ n.
(ii) Suppose that (R(1/2)Z) holds for (ρj , σ), 1 ≤ j ≤ n. Then e(ρj) ∈ (1/2)Z for 1 ≤ j ≤ n.
(iii) Suppose that (RG) holds for (ρj , σ), 1 ≤ j ≤ n. Let 1 ≤ i ≤ n. Denote by Y (ρi) the
set of all ρj , 1 ≤ j ≤ n, such that ρj ∼= νzρi for some z ∈ Z. Set Y (ρi)̃ = {τ̃ ; τ ∈ Y (ρi)}.
If νρui0 � σ reduces and e(ρi0) ∈ Z, then Y (ρi) ∪ Y (ρi)̃ ∪ {ρui } is a segment in cuspidal
representations of general linear groups. In all other cases Y (ρi) ∪ Y (ρi)̃ is a segment in
cuspidal representations of general linear groups. �

5. Exhaustion in the regular case (generic reducibilities)

In the following two lemmas we shall use the notation introduced at the beginning of
the preceding section.

Recall that π was essentially square integrable. If ρ1 × ρ2 × · · · × ρn �σ is regular, then
(3-2) and [Z] imply that ρi � ρj and ρi � ρ̃j for i �= j.

5.1. Lemma. Let ρ be a quotient of sα(π) (i.e. π ↪→ ρ1 × ρ2 × · · · × ρn � σ). Suppose
that ρ1 × ρ2 × · · · × ρn � σ is regular and ωρu

i0
σ � σ. Write Yi0 = {a1, . . . , ak} where

ai < aj for i < j. Then k ≥ 2 and we have ρak
= ρui0 , ρak−1 = νρui0 , . . . , ρa1 = νk−1ρui0 , i.e.

ρai = νk−iρui0 for 1 ≤ i ≤ k.

Proof. Suppose that e(ρi) < 0 for some i ∈ Yi0 . Lemma 4.2 implies e(ρi0) ∈ (1/2)Z.
By Lemmas 4.2 and 4.4 there exists j ∈ Yi0 with e(ρj) = −1/2 or −1. Suppose that
e(ρj) = −1/2. Now Lemma 4.4 implies that there exists j′ ∈ Yi0 with e(ρj′) = 1/2. This
contradicts regularity. Thus e(ρj) = −1. Again Lemma 4.4 implies the existence of j′ and
j′′ ∈ Yi0 such that e(ρj′) = 0 and e(ρj′′) = 1. This contradicts regularity.

Lemma 4.3 and the regularity condition imply that the sequence ρa1 , ρa2 , . . . , ρak
is up

to a permutation a sequence να0ρui0 , ν
α0+1ρui0 , . . . , ν

α0+k−1ρui0 , where α0 = 0 or 1/2 (k
is a positive integer). If α0 = 1/2, then using the fact that ρak

× ρj and ρ̃ak
× ρj are

irreducible for j ∈ Y c
i0
, and ρak

� σ ∼= ρ̃ak
� ωρak

σ, we can bring ρ̃ak
at the beginning,

i.e. ρ1 × ρ2 × · · · × ρn � σ ∼= ρ̃ak
× ρ1 × ρ2 × · · · × ρak−1 × ρak+1 × · · · × ρn � σ. Thus

π ↪→ ρ̃ak
× ρ1 × ρ2 × · · · × ρak−1 × ρak+1 × · · · × ρn � σ. This, Frobenius reciprocity and

criterion (2-4) imply that π is not essentially square integrable.
Now we want to prove that ρai

∼= νk−iρui0 for i = 1, . . . , k. Suppose that this is not the
case. Choose the maximal index i such that ρai � νk−iρui0 . Then clearly ρai×ρaj

∼= ρaj×ρai

for all j > i. Recall ρai �σ ∼= ρ̃ai �ωρai
σ (Lemma 2.1 and (1-3)). If ρai � νρui0 , then we can

bring ρ̃ai to the beginning, i.e. ρ1×ρ2×· · ·×ρn�σ ∼= ρ̃ai×ρ1×ρ2×· · ·×ρai−1×ρai+1×· · ·×
ρn�σ. Therefore π ↪→ ρ̃ai ×ρ1×ρ2×· · ·×ρai−1×ρai+1×· · ·×ρn�σ. This contradicts the
assumption of essential square integrability of π (use Frobenius reciprocity and criterion
(2-4)). Thus ρai

∼= νρui0 . The regularity and choice of i imply i ≥ k − 1. If i = k − 1, then
ρai = ρak−1 � νρui0 by the choice of i. This contradicts ρai = ρak−1

∼= νρui0 . Therefore
i = k. We have now ρ1×ρ2×· · ·×ρn�σ ∼= ρ1×ρ2×· · ·×ρak−1×ρak+1×· · ·×ρn×ρak

×�σ ∼=
ρ1 × ρ2 × · · · × ρak−1 × ρak+1 × · · · × ρn × ρ̃ak

× �ωρak
σ. Since ρ̃ak

∼= ν−1ρui0 , Lemma 4.4
implies that there exist i, j ∈ {1, 2, . . . , n}\{ak}, i < j, such that ρj ∼= ρui0 and ρi ∼= νρui0 .



SQUARE INTEGRABLE REPRESENTATIONS 27

This contradicts to the regularity of ρ1 × ρ2 × · · · × ρn � σ. Therefore, it can not happen
that ρai

∼= νρui0 . This finishes the proof of the lemma. �

5.2. Lemma. Let π ↪→ ρ1 × ρ2 × · · · × ρn � σ. Suppose that (RG) holds for (ρi, σ),
i = 1, 2, . . . , n, and suppose that ρ1 × ρ2 × · · · × ρn � σ is regular. Assume that σ ∼= ωρu

i0
σ.

Write Yi0 = {a1, . . . , ak} where ai < aj for i < j. Then one of the following two possibilities
holds:
(i) ν1/2ρui0 � σ reduces and ρak

= ν1/2ρui0 , ρak−1 = ν3/2ρui0 , . . . , ρa1 = νk−1/2ρui0 (i.e.

ρai = νk−i+1/2ρui0 for 1 ≤ i ≤ k).

(ii) νρui0 � σ reduces and ρak
= νρui0 , ρak−1 = ν2ρui0 , . . . , ρa1 = νkρui0 (i.e. ρai

= νk−i+1ρui0
for 1 ≤ i ≤ k).

Proof. Suppose that e(ρai) ≤ 0 for some i ∈ Yi0 . Then Lemma 4.1 and the regularity imply
e(ρai) < 0. Choose minimal i such that e(ρai) < 0. Lemma 4.4 implies e(ρai) ≥ −1. The
regularity condition implies e(ρai) > −1 (otherwise, Lemma 4.4 implies that e(ρaj ) = 0 for
some 1 ≤ j < i and this contradicts regularity). Therefore e(ρai) = −1/2. Again Lemma
4.4 and the regularity condition imply that this is impossible. Thus all e(ρai

) are strictly
positive. This implies that ρak

� σ reduces. In particular, (RG) implies that e(ρak
) = 1/2

or 1. Now Lemma 4.7 and the regularity imply that the sequence ρa1 , . . . , ρak
is up to a

permutation a sequence ν1/2ρui0 , ν
3/2ρui0 , . . . , ν

k−1/2ρui0 , or a sequence νρui0 , ν
2ρui0 , . . . , ν

kρui0 .
Further one concludes that ρak

� σ reduces (otherwise ρ1 × ρ2 × · · · × ρn � σ ∼= ρ1 × ρ2 ×
· · ·×ρak−1×ρak+1×· · ·×ρn× ρ̃ak

×�ωρak
σ which contradicts the first part of the proof).

Suppose e(ρak
) = 1/2. Choose maximal i such that ρai � νk−i+1/2ρui0 . Then ρai ×ρj ∼=

ρj × ρai for all j > ai by the choice of i. One concludes now that ρ1 × ρ2 × · · · × ρn � σ ∼=
ρ1 × ρ2 × · · · × ρai−1 × ρai+1 × · · · × ρn × ρ̃ai × �ωρai

σ. This contradicts the first part of
the proof. Therefore ρaj � νk−j+1/2ρui0 for any 1 ≤ j ≤ k. This completes the proof of (i).

One proceeds similarly in the case of e(ρak
) = 1. �

Now we can state the final result of this section.

5.3. Theorem. Suppose that π is a regular irreducible essentially square integrable rep-
resentation of some GSp(m,F ). Then π is a subquotient of ρ1 × · · · × ρn � σ, where ρi
are irreducible cuspidal representations of general linear groups and σ is a similar repre-
sentation of a GSp-group. Suppose that (RG) holds for (ρi, σ), i = 1, . . . , n. Then π is
equivalent to one of the essentially square integrable representations listed in Theorem 3.3.

Proof. The proof of exhaustion claimed in the theorem is based on Lemmas 5.1 and 5.2
(roughly, the first lemma is directed to the ”Rodier type situations”, while the second
lemma to the ”Steinberg type situations”).

Suppose that π is a regular irreducible essentially square integrable representation of
some GSp(m,F ), and that it is a subquotient of ρ′1 × · · ·× ρ′n �σ, where ρ′i are irreducible
cuspidal representations of general linear groups and σ is a similar representation of a
GSp-group. We shall assume that (RG) holds for (ρi, σ), i = 1, . . . , n. Then π embeds
into (ρ′p(1))

ε1 × · · · × (ρ′n)εp(n) � σ for some permutation p of {1, . . . , n} and some choice
of εi ∈ {±1} (this follows from Corollary 6.3.7 of [C], and the formula (3-2) and Lemma
2.3). Here (ρ′p(i))

εi denotes ρ′p(i) if εi = 1, and (ρ′p(i))̃ if εi = −1. Denote (ρ′p(i))
εi by ρi.
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Lemma 4.1 implies that (ρ′p(i))
u = ρui . Therefore, all (ρi, σ) satisfy (RG) and also

(5-1) π ↪→ ρ1 × · · · × ρn � σ.

Fix any i1 ∈ {1, . . . , n} (similarly as we have fixed i0 in the last and this section). Take
ε1 ∈ {1/2, 1} such that νε1ρui1 �σ reduces, if such ε1 exists. If it does not exist, put ε1 = 0.
Now Lemmas 5.1 and 5.2 imply

π ↪→ ρ1 × · · · × ρn � σ ∼=

(νε1+k1−1ρui1 × νε1+k1−2ρui1 × · · · × νε1+1ρui1 × νε1ρui1) ×
(∏

i∈X
ρi

)
� σ,

where X denotes the subset of all i ∈ {1, . . . , n} such that ρi �∼= ναρui1 for any α ∈ (1/2) Z

(note that (RG) and Lemmas 5.1 and 5.2 imply that this is equivalent to: ρi �∼= ναρui1 for
any α ∈ R). Now repeating the procedure several times we get

π ↪→ ρ1 × · · · × ρn � σ ∼=


 l∏

j=1

(νεj+kj−1ρuij × νεj+kj−2ρuij × · · · × νεj+1ρuij × νεjρuij )


 � σ,

where εj ∈ {0, 1/2, 1}, and for j1 �= j2, ρij1 �∼= ναρuij2
for any α ∈ (1/2)Z.

Denote Ψj = [νεjρuij , ν
εj+kj−1ρuij ]. Since

δ(Ψj) ↪→ νεj+kj−1ρuij × νεj+kj−2ρuij × · · · × νεj+1ρuij × νεjρuij ,

we have

(5-2) δ(Ψ1) × · · · × δ(Ψl) � σ ↪→ ρ1 × · · · × ρn � σ.

Since ρ1×· · ·×ρn�σ is regular by assumption, it has a unique irreducible subrepresentation
(it is π by (5-1)). By (5-2) each irreducible subrepresentation of δ(Ψ1) × · · · × δ(Ψl) � σ
is an irreducible subrepresentation of ρ1 × · · · × ρn � σ. Thus π is a subrepresentation
of δ(Ψ1) × · · · × δ(Ψl) � σ. Now we shall prove that segments Ψi satisfy assumptions of
Theorem 3.3 for the essentially square integrable case (see (v) of Theorem 3.3). This will
make the proof complete, because then (ii) of Theorem 3.3 implies π ∼= δ(Ψ1, . . . ,Ψn, σ).

We could make now our notations bellow exactly the same as in Theorem 3.3, denoting
by ∆j segments which have unitarizable beginning (i.e. for which εij = 0) and the remain-
ing segments by Γj , but we shall not do this here (it is not necessary, and for us is shorter
to keep the notation that we had above).

First, the regularity of ρ1 × · · · × ρn � σ implies that beginnings νεjρuij of the segments
Ψj ’s are inequivalent. The regularity and (RG) imply also that ρuij , j = 1, . . . , l, must be
inequivalent. It remains only to see that the condition on X holds (X is as in Theorem 3.3).
Recall that X is the group of characters generated by central characters of all beginnings
ρij of Ψj , which are unitarizable. Let p be a number of segments Ψj which start with a
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unitarizable representation ρij . If ρij is unitarizable, then Lemma 4.1 imply ρij
∼= (ρij )̃ ,

which implies that the square of the central character of ρij is the trivial character. Thus
card(X) ≤ 2p. Suppose that

(5-3) σ ∼= ωσ for some ω ∈ X\{1F×} or card (X) < 2p.

Denote by τ1, . . . τp the set of all ρij which are unitarizable. Let τ1 × · · · × τp be a repre-
sentation of GL(a, F ). Applying the formula (3-2) we get

s.s.(s(a)(τ1 × · · · × τp � σ)) =
∑

(ε′i)∈{±1}p

τ1 × · · · × τp ⊗
(

t∏
i=1

ω
(1−ε′i)/2
τi

)
σ

since τi ∼= (τi)̃ . This and (5-3) imply that s(a)(τ1 × · · · × τp � σ) is not a multiplicity one

representation (because
∏t

i=1 ω
(1−ε′i)/2
τi ∈ X, card(X) ≤ 2p and (5-3)). Thus, τ1×· · ·×τp�σ

is not regular. Denote by Y = {1 ≤ i ≤ n; ρi �∼= τj for any j ∈ {1, . . . , p}}, and let∏
i∈Y ρi be a representation of GL(b, F ). Then obviously

(∏
i∈Y ρi

)
⊗

(∏p
j=1 τj

)
� σ is a

quotient of s(b)
((∏

i∈Y ρi
)
×

(∏p
j=1 τj

)
� σ

)
by Frobenius reciprocity. Now irregularity

of
(∏p

j=1 τj

)
�σ which we have shown, and the transitivity of Jacquet modules imply that(∏

i∈Y ρi
)
×

(∏p
j=1 τj

)
�σ is not regular. Thus ρ1×· · ·×ρn �σ is not regular (recall that

ρ1×· · ·×ρn�σ and
(∏

i∈Y ρi
)
×

(∏p
j=1 τj

)
�σ have the same Jordan-Hölder series). This

contradicts to our assumption. Thus, σ �∼= ωσ for any ω ∈ X, ω �= 1F× , and card(X) = 2p.
Therefore, the conditions of Theorem 3.3 in the case of segments Ψj are satisfied. This
ends the proof. �

6. Sp(n, F ) and SO(2n + 1, F ) (generic reducibilities)

We can get a wide family of regular irreducible square integrable representations of
Sp(n, F ) by studying restrictions of regular irreducible square integrable representations
of GSp(n, F ) constructed in Theorem 3.3 (see [T1]). For each regular irreducible square
integrable representation σ of Sp(n, F ) there exists a regular irreducible square integrable
representation σ# of GSp(n, F ) such that σ is isomorphic to a subrepresentation of the
restriction σ#|Sp(n,F). Note that for a regular irreducible square integrable representation
σ# of GSp(n, F ), irreducible subrepresentations of σ#|Sp(n,F) do not need to be regular
(they are square integrable).

We can also construct that family of regular irreducible square integrable representations
of Sp(n, F ) by repeating the process that we did in sections 3-5 in the case of GSp(n, F ).
This process is even more simple for Sp(n, F ) than for GSp(n, F ). There are two reasons
for that. One is that the formula for µ∗(π�σ) is more simple in the case of Sp(n, F ) than
GSp(n, F ) (see (6-3) bellow). The other simplification comes from the fact that Sp(n, F )
has fewer regular irreducible square integrable representations then GSp(n, F ).

Operations � and µ∗ will be defined bellow for Sp(n, F ). If we construct regular irre-
ducible square integrable representations of Sp(n, F ) by repeating the process that we did
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for GSp(n, F ), then their parameterization becomes a formal consequence of operations
� and µ∗. Operations � and µ∗ will be defined bellow also for groups SO(2n + 1, F ).
Since they have the same formal properties as in the case of Sp(n, F ) (see (6-1), (6-2) and
(6-3) bellow), we shall get that the same results that hold for irreducible square integrable
representations of Sp(n, F ) will hold for SO(2n + 1, F ).

Now we shall recall notation for groups Sp(n, F ) and SO(2n+ 1, F ) introduced in [T4]
(see also [T3]). More information regarding this notation can be found in that papers.
Denote

Sp(n, F ) = GSp(n, F ) ∩ SL(2n, F ),

SO(2n + 1, F ) = {g ∈ SL(2n + 1, F ); τg g = I2n+1},

where Ik denotes k × k identity matrix (recall that τg denotes the transposed matrix of
g with respect to the second diagonal). In this section Sn denotes the group Sp(n, F ) or
SO(2n + 1, F ). We fix in Sn the minimal parabolic subgroup Pmin consisting of all upper
triangular matrices in Sn. Standard parabolic subgroups are those parabolic subgroups
which contain Pmin.

Take an ordered partition α = (n1, n2, . . . , nk) of a non-negative integer m ≤ n. We
denote

Mα = {q-diag(g1, g2, . . . , gk, h,
τg−1

k , τg−1
k−1, . . . ,

τg−1
1 ); gi ∈ GL(ni, F ), h ∈ Sn−m}.

We identify Mα with GL(n1, F ) × · · · × GL(nk, F ) × Sn−m using the isomorphism

q-diag(g1, g2, . . . , gk, h,
τg−1

k , τg−1
k−1, . . . ,

τg−1
1 ) �→ q-diag(g1, g2, . . . , gk, h).

Set Pα = MαPmin. Then Pα is a standard parabolic subgroup in Sn. Let Nα be the
unipotent radical of Mα.

Take an admissible representation π of GL(n, F ) and a similar representation σ of Sm.
We denote by π � σ the representation of Sn+m parabolically induced by π⊗ σ from P(n).
If additionally π′ is an admissible representation of GL(n′, F ), then

(6-1) π′ � (π � σ) ∼= (π′ × π) � σ.

Denote by Rn(S) the Grothendieck group of the category of all admissible representa-
tions of Sn of finite length. Let R(S) = ⊕n≥0Rn(S). Using � we define Z-bilinear map
� : R × R(S) → R(S) similarly as in the case of GSp-groups. In that way R(S) becomes
R-module. In this R-module holds

(6-2) π � σ ∼= π̃ � σ.

For an ordered partition α = (n1, n2, . . . , nk) of a non-negative integer m ≤ n and an
admissible representation σ of finite length of Sn we denote by sα(σ) the Jacquet module of
σ with respect to Pα. We can consider in natural way s.s.(sα(σ)) ∈ Rn1 ⊗ . . . Rnk

⊗Rn−m.
Set

µ∗(σ) =
n∑

k=0

s.s.(s(k)(σ)) ∈ R⊗R(S).
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We extend additively µ∗ to R(S). Define a structure of R ⊗ R-module on R ⊗ R(S) in
the following natural way: (

∑
i r

′
i ⊗ r′′i ) � (

∑
j rj ⊗ sj) =

∑
i,j(r

′
i × rj)⊗ (r′′i � sj). Define

m : R⊗R → R by the formula m(
∑

i r
′
i⊗r′′i ) =

∑
i r

′
i×r′′i . Let ∼ denote the contragredient

mapping on R. Define M∗ : R → R⊗R by the formula M∗ = (m⊗IdR)◦(∼ ⊗m∗)◦s◦m∗.
Then by [T4]

(6-3) µ∗(π � σ) = M∗(π) � µ∗(σ),

for π ∈ R and σ ∈ R(S).
Now we shall recall a well-known

6.1. Lemma. Let ρ be an irreducible unitarizable cuspidal representation of GL(n, F ), let
σ be an irreducible cuspidal representation of some GSp(m,F ) and let α ∈ R. If (ναρ) �σ
reduces, then ρ ∼= ρ̃. Further, ναρ � σ reduces if and only if ν−αρ � σ reduces. �

Similarly as before, we shall consider for a pair (τ, σ) consisting of an irreducible cuspidal
representation τ of a general linear group and a similar representation σ of Sm if it satisfies
the following assumptions:

if τ � σ reduces, then there exists α0 ∈ {0, 1/2, 1} such that(RG)

ν±α0τu � σ reduce and νβτu � σ is irreducible for β ∈ R, |β| �= α0;

if τ � σ reduces, then there exists α0 ≥ 0 in (1/2)Z such that(R(1/2)Z)

ν±α0τu � σ reduce and νβτu � σ is irreducible for β ∈ R, |β| �= α0.

Again (RG) holds for any τ if σ is generic, when charF = 0 (in particular, if σ = 1; [Sd2]).
This is the reason why we shall say that τ and σ have generic reducibility if they satisfy
(RG). If τ and σ satisfy R(1/2)Z, then we shall say that they have reducibility in (1/2)Z
(or (1/2)Z-reducibility). There is no known to this author reducibility of τ and σ which
is not in (1/2)Z. C. Mœglin has obtained in the symplectic case ([Mœ]), while M. Reeder
has obtained in the orthogonal case ([Ree4]) examples of reducibilities in (1/2)Z, which are
not generic. Shahidi’s Conjecture 9.4 of [Sd1] would imply that R(1/2)Z holds in general.

Now Theorem 4.9 holds in this situation:

6.2. Theorem. Let ρ1, ρ2, . . . , ρn be irreducible cuspidal representations of general linear
groups and let σ be a similar representation of Sm. Assume that ρ1 × ρ2 × · · · × ρn � σ
has an essentially square integrable subquotient. Then
(i) (ρui )̃ ∼= ρui for any 1 ≤ i ≤ n.
(ii) If (R(1/2)Z) holds for (ρj , σ), 1 ≤ j ≤ n, then e(ρj) ∈ (1/2)Z for 1 ≤ j ≤ n.
(iii) Assume that (RG) holds for (ρj , σ), 1 ≤ j ≤ n. Let 1 ≤ i ≤ n. Denote by Y (ρi) the
set of all ρj , 1 ≤ j ≤ n, such that ρj ∼= νzρi for some z ∈ Z. Set Y (ρi)̃ = {τ̃ ; τ ∈ Y (ρi)}.
If νρui0 � σ reduces and e(ρi0) ∈ Z, then Y (ρi) ∪ Y (ρi)̃ ∪ {ρui } is a segment in cuspidal
representations of general linear groups. In all other cases Y (ρi) ∪ Y (ρi)̃ is a segment in
cuspidal representations of general linear groups. �

In a similar as Theorems 3.3 and 5.3 we get the following theorems:
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6.3. Theorem. Let τj , j = 1, 2, . . . ,m be mutually inequivalent irreducible unitarizable
cuspidal representations of GL(bj , F ), where bj ≥ 1. Suppose that σ is an irreducible
cuspidal representation of Sp(-, F ). Assume that for any j = 1, 2, . . . ,m, there exists
sj > 0 such that νsjτj � σ reduces. Take non-negative integers qj , j = 1, . . . ,m,. Set
Γj = [νsjτj , ν

sj+qjτj ]. Let δ(Γ1) × · · · × δ(Γm) be a representation of GL(r, F ). Then:
(i) The representation νs1τ1×νs1+1τ1×· · ·×νs1+q1τ1×νs2τ2×νs2+1τ2×· · ·×νsm−1+qm−1

τm−1 × νsmτm × · · · × νsm+qmτm � σ is regular.
(ii) The representation δ(Γ1)× · · · × δ(Γm) � σ contains a unique irreducible subrepresen-
tation. We denote it by δ(Γ1, . . . ,Γm, σ)
(iii) s(r)(δ(Γ1, . . . ,Γm, σ)) = δ(Γ1) × · · · × δ(Γm) ⊗ σ
(iv) The representation δ(Γ1, . . . ,Γm, σ) is square integrable.
(v) δ(Γ1, . . . ,Γm, σ)− ∼= δ(Γ1, . . . ,Γm, σ).
(vi) δ(Γ1, . . . ,Γm, σ)̃ ∼= δ(Γ1, . . . ,Γm, σ̃).
(vii) Besides permutations of the segments, there are no other equivalences among repre-
sentations δ(Γ1, . . . ,Γm, σ).
(viii) Denote τ = τ1, s = s1 and q = q1. Then

µ∗(δ([νsτ, νs+qτ ], σ)) =
q∑

k=−1

δ([νs+k+1τ, νs+qτ ]) ⊗ δ([νsτ, νs+kτ ], σ),

where we assume δ(∅, σ) = σ in the above formula. �
6.4. Theorem. Let π be a regular irreducible square integrable representation of Sq. As-
sume that π is a subquotient of some ρ1 × · · · × ρm � σ where ρi are irreducible cuspidal
representations of general linear groups and σ is a similar representation of some Sp. As-
sume that (RG) holds for pairs (ρi, σ), i = 1, . . . , n. Then π is equivalent to a square
integrable representation listed in Theorem 6.3. �

Let us note at the end that although the above expressions of parameterizations of
regular irreducible square integrable representations of Sp(n, F ) and SO(2n + 1) related
to the generic reducibilities are the same, the explicit pictures for fixed n may look very
different. The reason is that reducibility of ρ� σ is different for Sp(n, F ) and SO(2n+ 1).
Shahidi’s paper [Sd2] contains interesting information about such differences.

7. Sp(n, F ) and SO(2n + 1, F ) (reducibilities in (1/2)Z)

In this section we shall parameterize regular irreducible square integrable representations
which are attached to reducibilities in (1/2)Z. If it can be shown that there are no other
reducibilities (which is not known), then these representations will be all regular irreducible
square integrable representations of groups Sp(n, F ) and SO(2n + 1, F ).

Recall that we have denoted by s(∆) the Zelevinsky segment representation attached to
a segment ∆ in cuspidal representations of general linear groups (see the second section).

Before we proceed further, we shall recall Langlands classification in the case of general
linear groups, which we need in study of regular representations attached to non-generic
reducibilities. Denote by D the set of all equivalence classes of all irreducible essentially
square integrable smooth representations of all GL(n, F ), n ≥ 1 (recall that for δ ∈ D
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there is a unique e(δ) ∈ R such that ν−e(δ)δ is unitarizable). Let M(D) be the set of all
multisets in D. For each a = (δ1, . . . , δk) ∈ M(D), take a permutation p of {1, . . . , k} such
that e(δp(1)) ≥ e(δp(2)) ≥ · · · ≥ e(δp(k)). The representation λ(a) = δp(1)×δp(2)×· · ·×δp(k)

(whose equivalence class is independent of choice of p) has a unique irreducible quotient,
which we denote by L(a). This is Langlands classification for general linear groups. The
representations λ(a), a ∈ M(D) are called standard modules (of general linear groups).

We shall write L(a) = L((δ1, . . . , δk)) also simply as L(δ1, . . . , δk).

7.1. Lemma. Let ρ be an irreducible unitarizable cuspidal representation of GL(p, F ) and
σ a similar representation of Sq. Suppose that α > 1 and ναρ � σ reduces. Fix k ∈ Z

which satisfies 0 < α− k ≤ α. Then the representation

να−k × να−k+1 × · · · × ναρ � σ

contains a unique irreducible subrepresentation, which we denote by δ([να−kρ, ναρ], σ).
We have

(7-1) µ∗(δ([να−kρ, ναρ], σ)) =
k+1∑
i=o

s([να−kρ, να−iρ]) ⊗ δ([να−i+1ρ, ναρ], σ).

The representation δ([να−kρ, ναρ], σ) is a regular square integrable representation.

Proof. The formula (3-2) (written for Sm groups) and Lemma 2.3 imply that the repre-
sentation δ([να−kρ, ναρ], σ) is regular. The formula (7-1) implies square integrability of
δ([να−kρ, ναρ], σ). We shall prove that formula by induction with respect to k.

For k = 0 the claim of lemma hold obviously (see Proposition 3.1). Take k ≥ 0 such
that α− k − 1 > 0 and suppose that the formula (7-1) holds for this k. Then

(7-2) δ([να−k−1ρ, ναρ], σ) ↪→ s([να−k−1ρ, ναρ]) � σ,

since s([να−k−1ρ, ναρ]) is a subrepresentation of να−k−1ρ× να−kρ× · · · × ναρ. Further

(7-3) δ([να−k−1ρ, ναρ], σ) ↪→ να−k−1ρ � δ([να−kρ, ναρ], σ),

since δ([να−kρ, ναρ], σ) is a subrepresentation of να−kρ× να−k+1ρ× · · · × ναρ� σ. Using
(6-3) we get

(7-4) s.s.(s((k+2)p)(s([να−k−1ρ, ναρ]) � σ))

=
k+1∑
i=−1

s([ν−αρ, ν−α+k−iρ]) × s([να−k−1ρ, να−k−1+iρ]) ⊗ σ,

(7-5) s.s.(s((k+2)p)(να−k−1ρ � δ([να−kρ, ναρ], σ)))

= (ν−(α−k−1)ρ⊗ 1 + να−k−1ρ⊗ 1) × s([να−kρ, ναρ]) ⊗ σ.
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Now we shall find all common irreducible subquotients of (7-4) and (7-5). This reduces
to finding of common irreducible subquotients of

(7-6)
k+1∑
i=−1

s([ν−αρ, ν−α+k−iρ]) × s([να−k−1ρ, να−k−1+iρ]) ⊗ σ

and

(7-7) (ν−(α−k−1)ρ⊗ 1 + να−k−1ρ⊗ 1) × s([να−kρ, ναρ])

(in other words, we can work without σ). To have common irreducible subquotient, we
must have the same supports. Suppose that ν−(α−k−1)ρ is in the support of a common
irreducible subquotient. Note that this representation shows up in (7-6) only in the support
of s([ν−αρ, ν−(α−k)+1ρ]), and in (7-7) only in the support of ν−(α−k−1)ρ� s([να−kρ, ναρ]).
Obviously, these two representations have disjoint Jordan-Hölder series (ναρ is in the
support of the second representation, but it is not in the support of the first one).

This and (7-7) imply that common irreducible subquotients must be subquotients of
να−k−1ρ�s([να−kρ, ναρ]). Considering the supports (in particular ν−αρ), we see from (7-6)
that this common irreducible subquotient must be a subquotient of s([να−k−1ρ, ναρ]). This
implies that the only common irreducible subquotient of (7-4) and (7-5) is the represen-
tation s([να−k−1ρ, ναρ])⊗σ. Thus, s((k+2)p)((δ([να−kρ, ναρ], σ)) = s([να−k−1ρ, ναρ])⊗σ.
Well-known properties of the representation theory of general linear groups, the transitiv-
ity of Jacquet modules and the inductive assumption imply now (7-1). This completes the
proof of the lemma. �
7.2. Proposition. Let ρ be an irreducible unitarizable cuspidal representation ofGL(p, F )
and σ a similar representation of Sq. Suppose that α > 1 and ναρ�σ reduces. Let k, l ∈ Z

such that 0 < α− k ≤ α ≤ α + l. Then the representation

(να+l × να+l−1 × · · · × να+2ρ× να+1ρ) × (να−k × να−k+1 × · · · × να−1ρ× ναρ) � σ

has a unique irreducible subrepresentation. We denote by δ([να−kρ, να+lρ], σ) that irre-
ducible subrepresentation. We have

s((k+l+1)p)(δ([να−kρ, να+lρ], σ))

= L(να−kρ, να−k+1ρ, . . . , να−2ρ, να−1ρ, δ([ναρ, να+lρ])) ⊗ σ.

Further, the representation δ([να−kρ, να+lρ], σ) is a regular square integrable representa-
tion and it is a unique irreducible subrepresentation of

L(να−kρ, να−k+1ρ, . . . , να−2ρ, να−1ρ, δ([ναρ, να+lρ])) � σ.

Proof. Proposition 3.1 and the above lemma imply the proposition for k = 0 or l = 0.
Therefore, we shall suppose that k ≥ 1 and i ≥ 1. The formula (3-2) (written for Sm
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groups) implies that we are again in the regular situation. In a similar way as we got (7-2)
and (7-3), using

(να−k × να−k+1 × · · · × να−1ρ) × (να+l × να+l−1 × · · · × να+2ρ× να+1ρ× ναρ) � σ

∼=(να+l × να+l−1 × · · · × να+2ρ× να+1ρ) × (να−k × να−k+1 × · · · × να−1ρ× ναρ) � σ,

the above lemma and (ii) of Proposition 3.1, we get the following embeddings:

δ([να−kρ, να+lρ], σ) ↪→ s([να−kρ, να−1ρ]) � δ([ναρ, να+lρ], σ),(7-8)

δ([να−kρ, να+lρ], σ) ↪→ δ([να+1ρ, να+lρ]) � δ([να−kρ, ναρ], σ).(7-9)

Write now

(7-10) s.s.(s((k+l+1)p)(s([να−kρ, να−1ρ]) � δ([ναρ, να+lρ], σ)))
k−1∑
i=−1

s([ν−α+1ρ, ν−α+k−i−1ρ]) × s([να−kρ, να−k+iρ]) × δ([ναρ, να+lρ]) ⊗ σ,

(7-11) s.s.(s((k+l+1)p)(δ([να+1ρ, να+lρ]) � δ([να−kρ, ναρ], σ)))
l∑

j=0

δ([ν−α−l+jρ, ν−α−1ρ]) × δ([να+l−j+1ρ, να+lρ]) × s([να−kρ, ναρ]) ⊗ σ.

Considering the supports (in the sense of general linear groups), one can see that a common
irreducible subquotient of (7-10) and (7-11) must be a common irreducible subquotient of
s([να−kρ, να−1ρ]) × δ([ναρ, να+lρ]) ⊗ σ and δ([να+1ρ, να+lρ]) × s([να−kρ, ναρ]) ⊗ σ. One
can get now from the Bernstein-Zelevinsky theory that

L(να−kρ, να−k+1ρ, . . . , να−2ρ, να−1ρ, δ([ναρ, να+lρ])) ⊗ σ

is the only common irreducible subquotient of (7-8) and (7-9). This proves the formula
for s((k+l+1)p)(δ([να−kρ, να+lρ], σ)). This formula, Lemma 2.3 and the square integrability
criterion imply that δ([να−kρ, να+lρ], σ) is square integrable. Frobenius reciprocity further
implies that δ([να−kρ, να+lρ], σ) embeds into

L(να−kρ, να−k+1ρ, . . . , να−2ρ, να−1ρ, δ([ναρ, να+lρ])) � σ.

Regularity implies the uniqueness of the irreducible subrepresentation. The proof is now
complete. �
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7.3. Remark. For questions of reducibility of parabolically induced representations, it is
useful to know formulas for Jacquet modules of inducing representations with respect to
all maximal parabolic subgroups. For the representations δ([νβ−kρ, νβ+lρ], σ) introduced
in the above proposition, the formula should be

µ∗(δ([νβ−kρ, νβ+lρ], σ)) = d([νβ−kρ, νβ+lρ]) ⊗ σ

+
k∑

i=0

l∑
j=0

δ([νβ+j+1ρ, νβ+lρ]) × s([νβ−kρ, νβ−i−1ρ]) ⊗ δ([νβ−iρ, νβ+jρ], σ).

Checking of this formula we leave for some other occasion (essentially, the proof should
reduce to a question about permutations).

Similarly as we proved Theorems 3.3 and 5.3 (and how one proves Theorems 6.3 and
6.4), we prove the following theorem, using the above proposition (the construction of
the square integrable representations in the theorem can be also derived from the above
proposition, using [Jn]).

7.4. Theorem. Let ρi, i = 1, . . . , n be mutually inequivalent irreducible unitarizable cus-
pidal representations of general linear groups, and let σ be an irreducible unitarizable
cuspidal representations of Sq. Suppose that there exist αi > 0, i = 1, . . . , n, such that
ναiρi � σ reduces for i = 1, . . . , n. Let ki, li ∈ Z, i = 1, . . . , n, be such that

0 < αi − ki ≤ αi ≤ αi + li, i = 1, . . . , n.

Denote

∆i = [ναi−kiρi, ν
αi+liρi],

d(∆i) = L(ναi−kiρi, ν
αi−ki+1ρi, . . . , ν

αi−2ρi, ν
αi−1ρi, δ([ναiρi, ν

αi+liρi]))

(note that d(∆i) = δ([ναiρi, ν
αi+liρi]) if αi ∈ {1/2, 1}). Suppose that δ(∆1)× . . . δ(∆n) is

a representation of GL(r, F ).
(i) The representation

d(∆1) × d(∆2) × · · · × d(∆k) � σ

has a unique irreducible subrepresentation. We denote it by δ(∆1,∆2, . . . ,∆n, σ). Then
δ(∆1,∆2, . . . ,∆n, σ) is a regular square integrable representation, and it satisfies

s(r)(δ(∆1,∆2, . . . ,∆n, σ)) = d(∆1) × d(∆2) × · · · × d(∆n) ⊗ σ.

(ii) If we suppose that R(1/2)Z holds in general, then each regular irreducible square inte-
grable representation of symplectic or odd-orthogonal group over F is equivalent to one of
the representations δ(∆1,∆2, . . . ,∆n, σ) defined in (i). �
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8. Non-degenerate standard modules with
degenerate irreducible subrepresentations

First we shall recall definition of standard modules and Langlands classification in the
case of symplectic and odd-orthogonal groups.

Set D+ = {δ ∈ D; e(δ) > 0}. In the case of groups GSp(n, F ) (resp. Sn) we denote by
T the set of all equivalence classes of all irreducible essentially tempered smooth represen-
tations of all GSp(n, F ), n ≥ 0 (resp. Sn, n ≥ 0). For b = ((δ1, . . . , δk), τ) ∈ M(D+) × T
take a permutation p of {1, . . . , n} such that e(δp(1)) ≥ e(δp(2)) ≥ · · · ≥ e(δp(k)). The
representation λ(b) = δp(1) × δp(2) × · · · × δp(k) � τ (which is independent of choice of p,
up to an equivalence) has a unique irreducible quotient, which is denoted by L(b). This
is Langlands classification for GSp(n, F ), Sp(n, F ) and SO(2n + 1, F ) groups. Further,
λ(b), b = ((δ1, . . . , δk), τ) ∈ M(D+) × T , are called standard modules of these groups,
and a standard module λ(b) is called non-degenerate, if τ is non-degenerate for some
non-degenerate character.

H. Jacquet and J.A. Shalika have proved (in the case of general linear groups) that
each λ(a), a ∈ M(D), has an injective Whittaker model ([JcSk]). Each representation
δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ) from Theorem 3.3 with n > 0, provides easily an example
of non-degenerate standard module of symplectic group which does not have an injective
Whittaker model (thus, Jacquet and Shalika’s theorem does not generalize to other classical
groups). Now we shall sketch how these representations provide counter examples for
symplectic groups (for simplicity, we shall consider only the case when σ is a character of
GSp(0, F ) = F×).

8.1. Proposition. Let δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ) be an essentially square integrable
representation from Theorem 3.3, where σ is a character and n ≥ 1. Then δ(∆1) × · · · ×
δ(∆n) × δ(Γ1) × · · · × δ(Γm) � 1 is a non-degenerate standard module (of a symplectic
group) which has no injective Whittaker model.

Proof. Denote δ = δ(∆1, . . . ,∆n,Γ1, . . . ,Γm, σ). Assume that δ is a representation of
GSp(l, F ). Now (vi) and (ix) of Theorem 3.3 imply that φδ ∼= δ for φ ∈ X (X is as
in Theorem 3.3). By Clifford theory for reductive p-adic groups ([GKn], see also [T1]),
δ|Sp(l, F ) is a direct sum of at least two irreducible representations (since card(X) = 2n >
1). Recall that δ is a subrepresentation of δ(∆1) × · · · × δ(∆n) × δ(Γ1) × · · · × δ(Γm) � σ.
Therefore, δ|Sp(l, F ) embeds into

(
δ(∆1)×· · ·×δ(∆n)×δ(Γ1)×· · ·×δ(Γm)�σ

)
|Sp(l, F ) ∼=

δ(∆1) × · · · × δ(∆n) × δ(Γ1) × · · · × δ(Γm) � 1 ([T3], Proposition 4.3, (iv)). Note that
δ(∆1) × · · · × δ(∆n) × δ(Γ1) × · · · × δ(Γm) � 1 is a non-degenerate standard module for
Sp(l, F ) (recall that all pi in Theorem 3.3 are positive, by (v) of that theorem). Suppose
that δ(∆1) × · · · × δ(∆n) × δ(Γ1) × · · · × δ(Γm) � 1 has an injective Whittaker module.
Then each irreducible subrepresentation π of it has a Whittaker module (for the same fixed
non-degenerate character). Therefore, the space of Whittaker forms on π is non-trivial.
This implies easily that the space of Whittaker forms on δ is at least two-dimensional.
This contradicts to the uniqueness of the Whittaker model of irreducible representations
(of δ in this case) of GSp(l, F ) ([Ro1]). �

Note that the first examples of non-degenerate standard modules without injective Whit-
taker models appear already for Sp(2, F ). They are representations δ([ψ, ν ψ]) � 1 =
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ν1/2ψStGL(2,F ) � 1, where ψ is a character of order two (one can take ψ to be unramified).
In the above examples (when charF = 0), each irreducible subrepresentation of standard

modules is non-degenerate for some non-degenerate character ([Mi3]). We shall present
now for groups Sp(n, F ), GSp(n, F ) and SO(2n+1, F ) simple examples of non-degenerate
standard modules, which contain degenerate irreducible subrepresentations (by degenerate,
we shall mean degenerate with respect to any non-degenerate character). Clearly, these
standard modules also do not have injective Whittaker models. We shall also give such
examples with Iwahori fixed vectors (such examples usually appear first, i.e. in the lowest
semi simple ranks). Whittaker models in this particular case have attracted considerable
interest ([BaMo], [Li], [Ree1] and [Ree2] are some of the recent papers in this direction).

In the Grothendieck group of the category of smooth representations of finite length of
a reductive group G over F , there is a natural partial order (the cone of positive elements
is formed by the semi simplifications of representations of finite length, i.e. the irreducible
representations generate the cone as an additive semi-group). This partial order will be
denoted by ≤.

The following family of examples is the simplest from the point of Jacquet modules.
The beginning case of n = 1 is particularly simple.

8.2. Lemma. Let ρ be a selfdual irreducible cuspidal representation of GL(-, F ) and let
σ be an irreducible cuspidal representation of GSp(m,F ). Suppose that ρ � σ reduces.
Let n be a non-negative integer. The representation δ([ρ, νnρ]) � σ contains exactly two
irreducible subrepresentations, and they are not isomorphic.

For the purpose of our examples of non-degenerate standard modules with degenerate
irreducible subrepresentations, it is not necessary to prove that the irreducible subrepre-
sentations in the lemma are not isomorphic (but it follows almost automatically from the
rest of the proof).

Proof. Note first that ωρσ ∼= σ by Lemma 2.2. Since after twist with a suitable character,
ρ � σ is unitarizable, ρ � σ is a direct sum of at least two irreducible representations.
Therefore, dimC EndGSp(�+m,F ) (ρ�σ) > 1. Since µ∗(ρ�σ) = 1⊗ρ�σ+2ρ⊗σ by (1-4),
Frobenius reciprocity implies dimC EndGSp(�+m,F ) (ρ�σ) = 2. This implies that ρ�σ is a
sum of two inequivalent irreducible representations, which we denote by τ1 and τ2. Further,
Frobenius reciprocity and µ∗(ρ � σ) = 1 ⊗ ρ � σ + 2ρ⊗ σ imply µ∗(τi) = 1 ⊗ τi + ρ⊗ σ.

We shall now first prove the lemma in the case n = 1 (the general case goes by the same
type of argument). First we get directly using (1-4)

s.s.
(
s(2�) (νρ � τi)

)
= νρ× ρ⊗ σ + ν−1ρ× ρ⊗ ωνρσ, i = 1, 2;(8-1)

s.s.
(
s(2�) (δ([ρ, νρ]) � σ)

)
= δ([ν−1ρ, ρ]) ⊗ ωνρσ + ρ× νρ⊗ σ + δ([ρ, νρ]) ⊗ σ;(8-2)

s.s.
(
s(2�)(νρ× ρ � σ)

)
= 2 s.s.

(
s(2�) (νρ � τi)

)
.(8-3)

Lift embeddings τi ↪→ ρ� σ, i = 1, 2, to embeddings of induced representations νρ� τi ↪→
νρ × ρ � σ, i = 1, 2. We have an obvious embedding δ([ρ, νρ]) � σ ↪→ νρ × ρ � σ. Fix
three such embeddings into νρ × ρ � σ, and identify domains of these embeddings with
the images in νρ × ρ � σ. Clearly, (νρ � τ1) ∩ (νρ � τ2) = {0} since τ1 ∩ τ2 = {0}.
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Further, (νρ � τi) ∩ (δ[ρ, νρ] � σ) �= {0}, for i = 1, 2 (if it would be equal {0}, then
s.s.

(
s(2�) (νρ � τi)

)
+s.s.

(
s(2�) (δ([ρ, νρ]) � σ)

)
≤ s.s.

(
s(2�)(νρ× ρ � σ)

)
, which implies by

(8-3) s.s.
(
s(2�) (δ([ρ, νρ]) � σ)

)
≤ s.s.

(
s(2�) (νρ � τi)

)
, and this contradicts to (8-1) and

(8-2)).
Therefore, δ([ρ, νρ]) � σ has at least two (different) irreducible subrepresentations. Let

π be any irreducible subrepresentation of δ([ρ, νρ]) �σ. Frobenius reciprocity implies that
δ([ρ, νρ]) ⊗ σ is a quotient of s(2�)(π). Now (8-2) implies that there are exactly two irre-
ducible subrepresentations, and that δ([ρ, νρ])⊗σ has multiplicity one in s(2�)(π). Further,
Frobenius reciprocity implies dimC HomGSp(2�+m,F )(π, δ([ρ, νρ])�σ) ≤ 1. Therefore, these
irreducible subrepresentations are not isomorphic.

For the general case of n ≥ 1, one checks directly that the multiplicity of δ([ρ, νnρ])⊗σ
in s((n+1)�) (δ([νρ, νnρ]) � τi) is 1 for i = 1, 2, and 2 in s((n+1)�) (δ([ρ, νnρ]) � σ) . Now
repeating the above argument (in the representation δ([νρ, νnρ]) × ρ � σ), one gets the
lemma. �

The Steinberg representation of a connected reductive group G will be denoted by StG.

8.3. Corollary. Let σ be an irreducible cuspidal representation of GSp(1, F )=GL(2, F ),
and let m be a positive integer. Then

δ([1F× , νm 1F× ]) � σ = νm/2StGL(m+1,F ) � σ

is a non-degenerate standard module which contains exactly two irreducible subrepresenta-
tions, and they are not isomorphic. At least one of these subrepresentations is degenerate.

Proof. J.-L. Waldspurger proved in [W] that 1F× �σ reduces (there is another proof of it in
[Sd1] when charF = 0). It is well known that σ is non-degenerate. Now the above lemma
implies that δ([1F× , νm 1F× ])�σ has two (non-isomorphic) irreducible subrepresentations.
Denote them by π1 and π2.

Fix a non-degenerate character θ of the subgroup U of all upper triangular unipotent
matrices in GSp(m+2, F ). Consider the functor rU,θ defined in 1.8 of [BeZ] (take M = {1}
to be the trivial subgroup there). Now [Ro1] and (b) of Proposition 1.9 in [BeZ] imply
dimC rU,θ (δ([1F× , νm 1F× ]) � σ) = 1 (we can use [CaSk] instead of [BeZ] for our purpose).
Since rU,θ is exact functor ([BeZ], Proposition 1.9, (a)), rU,θ(πi) = {0} for some i ∈ {1, 2}.
Now (b) of Proposition 1.9 in [BeZ] implies that πi is degenerate with respect to θ. Recall
that GSp(m + 2, F ) has only one orbit of non-degenerate characters. Therefore, πi is
degenerate for any non-degenerate character. This is what we wanted to prove. �

Note that one of the first non-degenerate standard modules that we considered in the
above corollary is the representation ν1/2StGL(2,F ) � σ of GSp(3, F ).

8.4. Remark. Let σ be an irreducible cuspidal representation of GSp(1, F ) = GL(2, F ).
Write the restriction σ|Sp(1, F ) = ⊕c

i=1σi as a sum of irreducible representations of
Sp(1, F ) = SL(2, F ). Then each σi is non-degenerate for some non-degenerate charac-
ter. Therefore standard modules δ([1F× , νm 1F× ]) � σi = νm/2StGL(m+1,F ) � σi, m ≥ 1,
of Sp(m+ 2, F ) are non-degenerate. From the above corollary easily follows that for some
1 ≤ i ≤ c, δ([1F× , νm 1F× ]) �σi = νm/2StGL(m+1,F ) �σi contains a degenerate irreducible
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subrepresentation. Thus, there exist also non-degenerate standard modules of symplectic
groups with degenerate irreducible subrepresentations.

The one-parameter family of examples of standard modules in the above corollary be-
longs to a wider two-parameter family of such examples. Instead of going into details of
construction of this two-parameter family, we shall now present another two-parameter
family of examples of non-degenerate standard modules with degenerate irreducible sub-
representations. This family provides also unramified examples (among others).

8.5. Lemma. Let ρ be a selfdual irreducible cuspidal representation of GL(-, F ), and let
σ be an irreducible cuspidal representation of Sm. Let k, l ∈ Z, 0 ≤ k < l. Suppose
that ν1/2ρ � σ reduces. Then δ([ν−k−1/2ρ, νl+1/2ρ]) � σ contains exactly two irreducible
subrepresentations. They are not isomorphic.

Proof. We shall first give details in the case k = 0 and l = 1. We get directly from (6-3)

(8-4) s.s.
(
s(2�)

(
ν1/2ρ× ν−1/2ρ � σ

))
=

∑
εi∈{±1}

νε1/2ρ× νε2/2ρ⊗ σ;

(8-5) s.s.
(
s(2�)

(
δ([ν−1/2ρ× ν1/2ρ]) � σ

))
= 2δ([ν−1/2ρ×ν1/2ρ])⊗σ+ν1/2ρ×ν1/2ρ⊗σ;

(8-6) s.s.
(
s(2�)

(
ν1/2ρ× δ(ν1/2ρ, σ)

))
= ν1/2ρ× ν1/2ρ⊗ σ + ν−1/2ρ× ν1/2ρ⊗ σ.

Note that δ([ν−1/2ρ× ν1/2ρ]) � σ ≤ ν1/2ρ× ν−1/2ρ� σ and ν1/2ρ× δ(ν1/2ρ, σ) ≤ ν1/2ρ×
ν−1/2ρ � σ (inequalities are in the Grothendieck group). Now (8-4) - (8-6) imply that
δ([ν−1/2ρ× ν1/2ρ]) � σ is a sum of two inequivalent representation, which we can denote
by τi, i = 0, 1, in a such a way that

(8-7) s.s.
(
s(2�)(τi)

)
= δ([ν−1/2ρ× ν1/2ρ]) ⊗ σ + i ν1/2ρ× ν1/2ρ⊗ σ for i = 1, 2.

Note that µ∗(ν1/2ρ × ν1/2ρ � σ) = (1 ⊗ ν1/2ρ + ν1/2ρ ⊗ 1 + ν−1/2ρ ⊗ 1)2 � (1 ⊗ σ).
Since M∗(ν3/2ρ) = 1 ⊗ ν3/2ρ + ν3/2ρ ⊗ 1 + ν−3/2ρ ⊗ 1, the preceding formula and (8-
7) imply that the multiplicity of δ([ν−1/2ρ, ν3/2ρ]) ⊗ σ in s.s.

(
s(3�)(ν3/2ρ � τi)

)
is one

for i = 0, 1. One directly computes that the multiplicity of δ([ν−1/2ρ, ν3/2ρ]) ⊗ σ in
s.s.

(
s(3�)

(
δ([ν−1/2ρ, ν3/2ρ]) � σ

))
is two. Now embeddings τi ↪→ δ([ν−1/2ρ, ν1/2ρ]) � σ,

i = 0, 1, and δ([ν−1/2ρ, ν3/2ρ]) ↪→ ν3/2ρ� δ([ν−1/2ρ, ν1/2ρ]) induce embeddings of ν3/2ρ�

τi, i = 0, 1, and δ([ν−1/2ρ, ν3/2ρ]) � σ into ν3/2ρ× δ([ν−1/2ρ, ν1/2ρ]) � σ.
We can now repeat the argument from the last lemma to get the claim of the lemma in

this case.
For the general case, using δ([ν1/2ρ, νk+1/2ρ]) � δ([ν1/2ρ, νk+1/2ρ], σ) and looking at

Jacquet modules s((2k+2)�), one first proves that δ([ν−k−1/2ρ, νk+1/2ρ]) � σ reduces. The
formula for s((2k+2)�)

(
δ([ν−k−1/2ρ, νk+1/2ρ]) � σ

)
implies that δ([ν−k−1/2ρ, νk+1/2ρ]) � σ
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reduces into a sum of two non-equivalent irreducible pieces which we denote by τ1 and τ2.
We can denote them in such a way that they satisfy

δ([ν−1/2−kρ, νk+1/2ρ]) ⊗ σ ≤ s((2k+2)�)(τi) ≤ δ([ν−1/2−kρ, νk+1/2ρ]) ⊗ σ+

c

k∑
p=0

δ([ν1/2−pρ, νk+1/2ρ]) × δ([ν1/2+pρ, νk+1/2ρ]) ⊗ σ,

for some natural number c. From this estimate, one gets easily that the multiplicity of
δ([ν−1/2−kρ, νl+1/2ρ])⊗ σ in s((k+l+2)�)

(
δ([ν3/2+kρ, νl+1/2ρ]) � τi

)
is 1, for i = 0, 1. From

the other side, direct computation gives that multiplicity of δ([ν−1/2−kρ, νl+1/2ρ]) ⊗ σ
in s((k+l+2)�)

(
δ([ν−1/2−kρ, νl+1/2ρ]) � σ

)
is 2. Now one proceeds in the same way as

before. �
8.6. Corollary. For k, l ∈ Z such that 0 ≤ k < l, the representation

δ([ν−k−1/21F× , νl+1/2 1F× ]) � 1 = (ν(l−k)/2 StGL(k+l+2,F )) � 1

of SO(2(k+ l+2)+1, F ) is a non-degenerate standard module which contains exactly two
irreducible subrepresentations. They are inequivalent, and they have Iwahori fixed vectors.
At least one of these representations is degenerate.

Proof. It is well known that SO(3, F )-representation
(
ν1/2 1F×

)
� 1 reduces. Further, in

the case of SO(2(k + l + 2) + 1, F ), one has only one orbit of non-degenerate characters.
Now the proof goes in the same way as proof of Corollary 8.3 (using the above lemma). �

The first example of standard modules from the above corollary is the representation(
ν1/2 StGL(3,F )

)
� 1 of SO(7, F ).

8.7. Remarks. (i) The degenerate irreducible subrepresentation π in the above corollary
is characterized with the condition δ([ν1/21F× , νk+1/2 1F× ])×δ([ν1/21F× , νl+1/2 1F× ])⊗1 �≤
s(2(l+k+2)+1)(π). The other irreducible subrepresentation is non-degenerate.

(ii) Let ψ be a character of F× of order 2 (one can chose ψ to be unramified). It is not hard
to show that standard module

(
ν1/2 StGL(3,F )

)
×

(
ν1/2ψ StGL(3,F )

)
� 1 has 4 inequivalent

irreducible submodules (if ψ is unramified, they all have Iwahori fixed vectors). Therefore,
this provides an example of a non-degenerate standard module with at least 3 degenerate
irreducible subrepresentations.

(iii) For any p ≥ 1, generalizing our construction, one can construct examples of standard
modules with 2p inequivalent irreducible submodules (with Iwahori fixed vectors, if one
wants).

(iv) Representations
(
ν(l−k)/2 StGL(l+k+1,F )

)
� 1 (k, l ∈ Z, 0 < k < l) of symplectic

groups, provide examples of non-degenerate standard modules with degenerate irreducible
subrepresentations with Iwahori fixed vectors. Such examples for GSp(l + k + 1, F ) are(
ν(l−k)/2 StGL(l+k+1,F )

)
� 1F× (k, l ∈ Z, 0 < k < l).

(v) Using parabolic induction one can easily generate from examples in Corollaries 8.3 and
8.6 many new examples of non-degenerate standard modules with degenerate irreducible
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subrepresentations. For example, take any δ1, . . . , δk ∈ M(D) such that e(δ1) ≥ e(δ2) ≥
· · · ≥ e(δk) ≥ 1/2. Then δ1 × δ2 × · · · × δk ×

(
ν1/2 StGL(3,F )

)
� 1 is a non-degenerate

standard module, and it contains a degenerate irreducible subrepresentation.

(vi) All irreducible subrepresentations of non-degenerate standard modules that show up in
Corollaries 8.3 and 8.6 are essentially square integrable (this is not quite simple to prove).
Examples that we have generated in (v) have degenerate irreducible subrepresentations
which are not square integrable.

(vii) In the case of G2, the module Iβ(1/2, δ(1)) in (ii) of Proposition 4.3 of [Mi2] is an
example of non-degenerate standard module with degenerate irreducible subrepresentation.

(viii) In [T7] we constructed a wide family of (non-regular) square integrable represen-
tations. There is also a plenty of non-degenerate standard modules with degenerate ir-
reducible subrepresentations. Those examples are obtained there in a very indirect and
much more complicated way than examples here (our primary objet of study in that paper
is not the structure of standard modules).

We shall end this section with one simple result (Corollary 8.9) about reducibility points
of representations parabolically induced by non-degenerate irreducible square integrable
representations. This result (and much more) can also be proved in other ways (for ex-
ample, [Mi3] contains explicitly computed reducibility points of the representations that
we shall consider). The proof that we present here is probably the most elementary one
(more details about methods of proving irreducibility of parabolically induced represen-
tations using Jacquet modules, one can find in [T6]). This result is of interest regarding
connection of Shahidi’s Conjecture 9.4 in [Sd1] with R(1/2)Z and R(1/2)Z.

First we have

8.8. Lemma. Let char F = 0. Suppose that ρ, ρ1, ρ2, . . . , ρn are irreducible cuspidal
representations of general linear groups, and that σ is a non-degenerate irreducible cuspidal
representation of Sq. Suppose that π is a subquotient of ρ1 ×· · ·× ρn �σ. If ρ�π reduces
and e(ρi) ∈ (1/2)Z for i = 1, . . . , n, then e(ρ) ∈ (1/2)Z.

Proof. Suppose e(ρ) �∈ (1/2)Z By (6-2) it is enough to prove the irreducibility of ρ� π for
e(ρ) > 0. By Shahidi’s results on reducibility when σ is non-degenerate (see Remark 4.5),
we know that ρ � σ is irreducible. We know

µ∗(π) ≤
( n∏

i=1

(
1 ⊗ ρi + (ρi ⊗ 1 + ρ̃i ⊗ 1)

))
⊗ σ,(8-8)

µ∗(ρ � π) =
(
1 ⊗ ρ + (ρ⊗ 1 + ρ̃⊗ 1)

)
� µ∗(π).(8-9)

Now we shall draw some consequences of above two formulas.
Assume that ρ is a representation of GL(p, F ). Then

(8-10) s.s.(s(p)(ρ � π)) = ρ⊗ π + ρ̃⊗ π +
∑
i

τ ′i ⊗ τ ′′i ,

where τ ′i , τ
′′
i are irreducible, and τ ′i �∼= ρ, τ ′i �∼= ρ̃ for any i (clearly, ρ or ρ̃ are not in the

support of any τ ′i). From this follows that ρ⊗π and ρ̃⊗π have multiplicity one s(p)(ρ�π).
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Each irreducible subrepresentation of ρ�π has ρ⊗π in the Jacquet module. Therefore,
there is a unique irreducible subrepresentation, and this subrepresentation must have ρ⊗π
in the Jacquet module. In a similar way, one see that ρ�π has a unique irreducible quotient
(pass to contragredients). Further, it is not hard to get that the irreducible quotient has
ρ̃⊗ π for a subquotient of a Jacquet module (use Corollary 4.2.5 of [C]).

Assume that ρ1 × · · · × ρn is a representation of GL(a, F ). Then

(8-11) s.s.(s(p+a)(ρ � π)) =
∑
i

ρ× τ ′′′i ⊗ σ +
∑
j

ρ̃× τ ′′′′j ⊗ σ,

where τ ′′′i , τ ′′′′j are irreducible, ρ or ρ̃ is not in the support of any τ ′′′i , τ ′′′′j , and both ρ×τ ′′′i ,
ρ̃× τ ′′′′j are irreducible.

We shall also need one additional Jacquet module. We have

(8-12) s.s.(s(a)(ρ � π)) =
∑
i

π′
i ⊗ π′′

i +
∑
j

π′′′
j ⊗ ρ � σ,

where π′
i, π

′′
i , π′′′

j are irreducible and each π′′
i is a subquotient of some (

∏
i∈X ρεi

i ) � σ for
some X ⊆ {1, . . . , n} and εi ∈ {±1}, i ∈ X (in the formula (

∏
i∈X ρεi

i ) � σ, ρ1
i denotes ρi,

while ρ−1
i denotes ρ̃i). Note that ρ× σ is irreducible by the Shahidi’s results (see Remark

4.5).
Let τ be an irreducible subrepresentation of ρ�π. Then it has ρ⊗π for a subquotient of

s(p)(τ). Now (8-11) (and transitivity of Jacquet modules) implies that some ρ×τ ′′′i ⊗σ must
be a subquotient of a Jacquet module of τ . This implies that τ ′′′i ⊗ ρ⊗ σ is a subquotient
of a Jacquet module of τ . Now (8-12) implies that some π′′′

j ⊗ ρ � σ is a subquotient of a
Jacquet module of τ . This implies that π′′′

j ⊗ ρ̃ � σ is a subquotient of a Jacquet module
of τ (use (6-2) and the irreducibility of ρ � σ). From (8-10) we see that some ρ̃× τ ′′′′j ⊗ σ
must be a subquotient of a Jacquet module of τ . This implies that ρ̃⊗ τ ′′′′j ⊗ σ must be a
subquotient of a Jacquet module of τ . Now (8-10) implies that ρ̃⊗π must be a subquotient
of s(p)(τ). This implies the irreducibility. �
8.9. Corollary. Let ρ be an irreducible cuspidal representation of GL(p, F ), and let π be
a non-degenerate irreducible square integrable representation of Sq. Suppose char F = 0.
If e(ρ) �∈ (1/2)Z, then ρ � π is irreducible.

Proof. Shahidi has proved this when π is cuspidal. Suppose that π is not cuspidal. Then
we can chose irreducible cuspidal representations ρ1, . . . , ρn, and an irreducible cuspidal
representation σ of Sq′ such that π is a subquotient of ρ1 × · · · × ρn � σ. Since π is non-
degenerate, σ must be generic. By (ii) of Theorem 4.9 and the Shahidi’s results that we
have mentioned about reducibilities when σ is non-degenerate (see Remark 4.5), we have
e(ρi) ∈ (1/2)Z, i = 1, . . . , n. Now the above lemma implies the corollary. �
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tative Harmonic Analysis, Lecture Notes in Math. 880, Springer-Verlag, Berlin, 1981.
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